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NOTA METODOLOGICA SOBRE REPRESENTATIVIDADE DA AMOSTRA

O presente relatorio sistematiza as contribuicées recebidas durante a Consulta
Publica sobre Afericdo de |dade na Internet Brasileira, realizada por meio da
plataforma Participa + Brasil. Cumpre esclarecer aspectos metodoldgicos relevantes

para a adequada interpretacédo dos resultados.

O universo de 70 contribuicbes analisadas constitui uma amostra de
conveniéncia, resultante do processo de adesdo voluntaria dos participantes ao
procedimento consultivo. Como tal, nao possui representatividade estatistica do
universo de stakeholders afetados pela regulagdo da afericdo de idade no Brasil. Os
resultados refletem exclusivamente as posi¢cdes dos atores que optaram por participar

da consulta, ndo sendo extrapolaveis para o conjunto da populagao

A analise revela concentracdes significativas que devem ser consideradas na

interpretacéo dos dados:

* Concentragao Setorial: O setor privado responde por 41,4% das
contribui¢des, seguido pela sociedade civil (34,3%). A academia contribuiu com
apenas 4,3% das manifestacdes, o que pode resultar em sub-representacao

de perspectivas técnico-cientificas independentes.

* Concentragcao Geografica: A regido Sudeste concentra 54,3% das
contribui¢des, percentual superior a soma de todas as demais regides. Essa
concentracdo esta correlacionada a localizagdo das sedes das empresas
participantes (69% do setor privado). As regides Norte e Sul apresentam as
menores frequéncias relativas, o que pode implicar lacunas na representacao

de perspectivas regionais especificas.

* Participacao Internacional: As 6 contribuicées internacionais (8,6%)
sdo quase exclusivamente de natureza empresarial (5 do setor privado) e
provenientes dos Estados Unidos e Reino Unido, refletindo a insercao de

empresas transnacionais no mercado brasileiro, sem representacédo de outras

regides do Sul Global.




Em observancia a Lei Geral de Protegcéo de Dados (Lei n° 13.709/2018) e aos
principios de privacidade que fundamentam a prépria consulta, as contribuicdes de
pessoas fisicas foram anonimizadas neste relatdrio, sendo referenciadas pela
categoria "Contribuinte — Sociedade Civil" ou equivalente. As citagcdes diretas de
manifestagdes individuais foram mantidas apenas quando estritamente necessarias

para ilustrar argumentos paradigmaticos, sem identificagdo nominal dos autores.

Os resultados apresentados devem ser interpretados como um mapeamento
qualitativo dos argumentos mobilizados pelos atores participantes, e ndo como um
levantamento exaustivo ou estatisticamente representativo das posi¢cdes existentes no
debate publico. A auséncia de determinados argumentos ou perspectivas no corpus
analisado ndo implica sua inexisténcia ou irrelevancia no debate mais amplo sobre

afericao de idade.

A SEDIGI reconhece essas limitacbes e reafirma o compromisso de
complementar os subsidios da consulta publica com outras formas de interlocucéo
institucional, pesquisas técnicas independentes e dialogo com segmentos sub-
representados na presente amostra, incluindo comunidades indigenas e quilombolas,
criangas em acolhimento institucional, e representantes de regides com menor

participacdo no processo consultivo.

As posicoes, argumentos e modelos descritos neste relatorio refletem a
interpretacdo da equipe técnica da SEDIGI sobre as contribuicbes recebidas na
Consulta Publica. A categorizagdo de contribuintes por setor e a sintese de seus
argumentos foram realizadas para fins analiticos, ndao constituindo validagao ou

endosso das posi¢cdes apresentadas.




1. SUMARIO EXECUTIVO
1.1 Sobre a tomada de subsidios

Este relatério € apresentado como resultado da Consulta Publica sobre Afericao
de Idade na Internet Brasileira, elaborada pela Secretaria Nacional de Direitos Digitais
(SEDIGI) do Ministério da Justica e Seguranga Publica em colaboragdao com a Agéncia
Nacional de Protecdo de Dados (ANPD), estabelece as diretrizes para a
regulamentagcdo dos mecanismos de afericdo de idade previstos na Lei n°
15.211/2025 (Estatuto Digital da Crianga e do Adolescente - ECA Digital). A consulta
integra a estratégia “Crescer em Paz” e visa coletar subsidios técnicos e sociais para
implementar um sistema de garantia de idade (age assurance) que equilibre a
protecado integral de criangas e adolescentes com a preservagéo da privacidade e dos
dados pessoais dos usuarios. O texto fundamenta-se na premissa de que a “aferigao
de idade” difere da “verificagdo de identidade”, devendo limitar-se a confirmacéo do
atributo de idade minima autorizada (resposta binaria sim/ndo) sem a necessidade de
identificar civiimente o usuario ou monitorar seu comportamento, em estrita
observancia aos principios da necessidade e finalidade da Lei Geral de Protecao de

Dados (LGPD).

A analise das contribuigdes indica convergéncia em torno de uma abordagem
baseada no risco e na proporcionalidade, rejeitando a autodeclaragdo como método
valido para servigos de alto risco. Contribuintes propuseram diferentes classificagdes de
métodos técnicos conforme critérios de eficacia e intrusividade. Diversos participantes
indicaram preferéncia pelo uso de infraestruturas de Identidade Digital, como carteiras
digitais (wallets) com credenciais verificaveis e provas de conhecimento zero (zero
knowledge proof - ZKP), e solu¢des de Open Banking, que minimizam a exposicao de
dados. Em contrapartida, organizagdes da sociedade civil e da academia que
participaram da consulta expressaram cautela quanto a métodos baseados em
biometria facial devido aos riscos de vigilancia, vieses algoritmicos e coleta excessiva
de dados sensiveis. A arquitetura proposta sugere um modelo de responsabilidade
compartilhada em “dupla camada”: uma verificagdo estrutural no nivel dos sistemas

operacionais e lojas de aplicativos (fornecendo um “sinal de idade” genérico) e uma




verificagdo pontual e robusta realizada diretamente pelas aplica¢gdes em casos de alto

risco ou conteudo restrito a maiores de 18 anos.

O texto também mapeia as diferentes abordagens identificadas nas
contribuigdbes do setor empresarial em relagcdo a implementacdo de protegdes
proativas (safety by design). Enquanto algumas plataformas de redes sociais
propuseram modelos baseados em analise comportamental pds-acesso, o documento
registra também propostas de barreiras preventivas. Setores como jogos eletrénicos
e marketplaces levantam preocupagdes sobre friccdo e usabilidade, enquanto a
industria de conteudo adulto aponta riscos de migracdo de usuarios para mercados
nao regulados. Por fim, sdo elencados desafios estruturais para a implementagéo no
cenario brasileiro, incluindo o risco de aprofundamento da exclusao digital devido as
limitagdes de hardware da populagao, a complexidade da verificagdo em dispositivos
compartilhados por familias e a necessidade de governangca em arquiteturas
descentralizadas. A consulta busca, portanto, definir critérios de certificacdo e padroes
de interoperabilidade que garantam a eficacia da lei sem criar barreiras de acesso ou

vulnerabilidades de segurancga.
1.2 Perfil dos participantes

A caracterizacao dos setenta participantes do processo de consulta revela uma
estrutura de representagdo predominantemente constituida por agentes do setor
privado e da sociedade civil, articulada a uma distribuicao geografica caracterizada
pela concentragao na regiao Sudeste. A analise da variavel institucional indica que o
Setor Privado responde pela maior fatia das contribuigdes, totalizando 29 registros
(41,4%), seguido pela sociedade civil, com 24 entradas (34,3%). A soma destes dois
segmentos estabelece uma preponderancia de interesses corporativos e associativos
sobre a participacao direta de entes estatais, classificados como Poder Publico (5
registros), e instituicbes de ensino e pesquisa, categorizadas como Academia (3

registros).

No ambito geografico, observa-se uma assimetria na origem das submissodes. A
regido Sudeste concentra 38 contribui¢cdes, perfazendo 54,3% do total, um volume
superior a soma de todas as outras macrorregides nacionais e internacionais. O

Centro-Oeste e o Nordeste apresentam representatividade intermediaria, com 11 e 8

4




participantes respectivamente, enquanto as regides Sul (5) e Norte (2) figuram com
as menores frequéncias absolutas no territério nacional. A dimensao internacional é
composta por 6 participantes, oriundos dos Estados Unidos e do Reino Unido, cuja
natureza institucional é quase exclusivamente privada. O cruzamento das variaveis
evidencia que a centralidade geografica no Sudeste esta diretamente correlacionada
a localizacao das sedes das empresas participantes, visto que 69% do contingente do
setor privado origina-se desta regido, ao passo que a sociedade civil demonstra uma

dispersao territorial comparativamente superior.
1.3 Eixos tematicos

A analise transversal das contribuigdes revela que o debate sobre afericdo de
idade no Brasil vai além da definicao técnicas de que métodos utilizar. A analise
sugere que o debate envolve ndo apenas aspectos técnicos, mas também questdes
sobre custodia de dados e atribuicao de responsabilidades dos usuarios e quem deve
responder judicialmente por eventuais falhas. Observou-se que diferentes atores
propuseram modelos que distribuem responsabilidades de formas distintas ao longo
da cadeia de valor: os provedores de conteudo argumentam que a tarefa caberia as
lojas de aplicativos, as lojas sustentam que a responsabilidade seria dos
desenvolvedores, e diferentes atores propdem que o dever de fiscalizacdo seja
compartilhado com as familias ou exercido pelo Estado. O presente relatério descreve
uma visdo panoramica dos dados e participantes e, em seguida, detalha a
complexidade do debate através de nove eixos tematicos que correspondem as

categorias analiticas emergentes.
Eixo 1: Diagnéstico e atribuigcdo de responsabilidade

O primeiro eixo examina a base ética da regulagdo. Existe um consenso entre
os participantes de que os atuais métodos de autodeclaragao (como clicar em “tenho
mais de 18 anos”) para produtos e conteudos proibidos falharam e sao facilmente
burlados por criangas. A divergéncia surge na definicido de quem deve corrigir essa
falha. Parte dos contribuintes do setor privado argumentou que a seguranga digital
envolve primordialmente o dever de supervisdo dos pais, cabendo as empresas
fornecer ferramentas de apoio a supervisdo parental. Em contrapartida, a
organizacbes da sociedade civil e da academia defendem a responsabilidade
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solidaria, afirmando que as empresas criam o risco e, portanto, devem ter o dever
objetivo de mitiga-lo, ndo podendo terceirizar essa fungdo para familias sem
conhecimento técnico. Os provedores de conteudo utilizam o termo “devida diligéncia”
para defender que sua obrigagdo, em caso de produtos e servigos nao proibidos por
lei para menores de 18 anos, deve ser a de empregar “melhores esfor¢os”, e ndo de
garantia de resultado. Uma minoria dos contribuintes questiona a propria existéncia
do problema, sugerindo que a regulagdo responde a questionamentos sobre a base

empirica dos danos alegados.
Eixo 2: Escopo e definigcao do objeto regulado

O segundo eixo delimita o perimetro de aplicacdo da norma, evidenciando uma
disputa ontolégica sobre a natureza do risco. Contribuintes do setor privado, em sua
maioria, advogaram por, limitando a obrigatoriedade de verificagao robusta a conteudos
proibidos por lei, especificamente pornografia e jogos de azar, excluindo redes sociais.
Organizagdes da sociedade civil que participaram da consulta, inversamente, propoe
uma definicdo baseada no risco estrutural e no design comportamental, utilizando
critérios como a interagdo entre desconhecidos e algoritmos de recomendagéo para
classificar servigos. Como mecanismo de mediagao, surge a proposta de uma matriz
de risco escalonada. Simultaneamente, observa-se um movimento de setores
especificos -- financeiro, editorial e plataformas profissionais -- que reivindicam
isencdes totais ou parciais, alegando o cumprimento prévio de normas (como Know
Your Customer) ou a natureza ndo nociva das suas atividades. Ha também uma
defesa de que a lei foque apenas nos “gatekeepers”, isentando pequenos

desenvolvedores para nao sufocar a inovagao.
Eixo 3: Arquitetura de implementacgao

O terceiro eixo trata da geopolitica da infraestrutura, questionando onde, na
cadeia de valor da internet, a verificacdo deve ocorrer. Identifica-se uma tensao entre
modelos de centralizagao nas lojas de aplicacdes e sistemas operacionais, defendidos
por fornecedores de conteudo para evitar a friccao, e modelos de descentralizagao ao
nivel da aplicacdo, defendidos por fabricantes de hardware sob a alegacédo de
cegueira contextual da infraestrutura. A realidade sociolégica brasileira dos
dispositivos partilhados desafia a viabilidade de modelos baseados num cadastro
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unico no dispositivo, uma vez que a identidade do proprietario
do hardware frequentemente néo corresponde a do usuario momentaneo. Este fato
sustenta demandas mais rigorosas pela verificagdo a cada acesso, embora tal
exigéncia enfrente resisténcia devido a complexidade da cadeia de responsabilidade

e a dificuldade de imputar controle a intermediarios como anunciantes.
Eixo 4: Solugdes técnicas e métodos

O quarto eixo analisa as ferramentas propostas. Contribuintes do setor privado
apontam para estimativa facial e comportamental por inteligéncia artificial, vendendo-
as como solugdes rapidas que nao exigem documentos fisicos. Organizagdes da
sociedade civil manifestaram preocupagdes quanto a essa tecnologia por considera-la
invasiva e propde o uso de ZKP (tokens criptograficos), que provam a idade sem
revelar a identidade. O uso da infraestrutura do Gov.br aparece como uma alternativa
de validagao central, mas enfrenta resisténcia tanto daqueles que temem monopdlio
estatal, quanto daqueles que temem vigilancia. Outras opgdes debatidas incluem o
uso de dados bancarios, o envio de documentos digitalizados e a autodeclaragao

reforcada para casos de menor risco.
Eixo 5: Argumentos de Legitimagcao

O quinto eixo agrupa os argumentos utilizados pelos contribuintes para
fundamentar suas posicdes regulatorias. Contribuintes do setor regulado
apresentaram argumentos de conformidade prévia e destacaram o valor social de
suas plataformas. A tecnologia de estimativa facial foi defendida por alguns

contribuintes como ferramenta de inclusao, por dispensar documentos oficiais.
Eixo 6: Adequacgao e proporcionalidade

O sexto eixo estabelece os principios calibradores da regulagdo. O consenso
aponta para a necessidade de uma abordagem proporcional, onde o alto risco exige
rigor na verificagado e o baixo risco permite flexibilidade. O principio da minimizagéao
de dados emerge como a regra fundamental para a adequagao de qualquer solugao
técnica, favorecendo arquiteturas que ndo armazenam informagdes pessoais.
Contudo, reconhece-se que a solugdo tecnoldgica é insuficiente se nao for

acompanhada de politicas de educacdo midiatica. A analise aponta ainda para a
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necessidade de mecanismos de inclusao offline, garantindo que cidadaos sem acesso
a dispositivos sofisticados possam realizar a afericdo de idade através de meios

fisicos ou assistidos.
Eixo 7: Riscos especificos a direitos

O sétimo eixo detalha as externalidades negativas associadas a privacidade e
segurancga. Existe um temor estrutural quanto a criagdo de honeypots de dados
biométricos, que centralizam informacdes sensiveis e atraem ataques cibernéticos. O
risco de vigilancia estatal e o uso da infraestrutura de verificagdo para controle social
ou politico sdo preocupacgdes prementes, assim como a mineragao comercial de
dados e a reidentificagdo cruzada de usuarios. Um risco especifico emergente é o
desvio de finalidade das imagens recolhidas para o treino de modelos de inteligéncia
artificial sem consentimento. Adicionalmente, questiona-se a eficacia técnica das
medidas devido a facilidade de evaséao através de VPNs e contas falsas, o que poderia

tornar a regulagao ineficaz.
Eixo 8: Impactos e barreiras socioeconémicas

O oitavo eixo aborda as consequéncias econbémicas e sociais da regulagéo. A
imposicao de custos elevados de conformidade € identificada como uma barreira para
pequenas e medias empresas, podendo induzir a uma maior concentragao de
mercado em torno das grandes empresas de tecnologia. O repasse destes custos ao
consumidor final € uma externalidade prevista. No plano social, o risco de exclusao
digital é visto como significativo, dado que uma parcela da populagdo possui
dispositivos obsoletos ou carece de literacia familiar para configurar ferramentas de
controle parental. Surge o argumento de que a excessiva fricgao no uso pode levar ao
abandono de servigos legitimos ou a migragdo para um mercado paralelo nao
regulado. Considera-se também o impacto na autonomia juvenil, especialmente para

adolescentes entre 16 e 17 anos, e as dificuldades praticas de fiscalizacdo estatal

perante o volume de trafego digital.




Eixo 9: Desenho regulatério e governancga

O nono e ultimo eixo tematico consolida as propostas regulamentagéo sugeridas.
Parte do setor privado requer maior clareza nas orientagdes e definicdes para garantir
seguranga juridica, bem como prazos de adaptagado realistas, criticando a
complexidade burocratica. A solugdo de governanga proposta envolve a criagdo de
sistemas de certificacdo e auditoria publica para validar a seguranga das ferramentas
de verificagdo, evitando a autoavaliacdo pelas plataformas. O uso
de sandboxes regulatérios € apontado como um caminho consensual para testar
tecnologias em ambiente controlado antes da obrigatoriedade geral. Por fim, defende-
se a adogao de interfaces de programagao (APIs) abertas e a harmonizagdo com
padrdes internacionais para garantir a interoperabilidade e a neutralidade tecnologica,

evitando que a regulagao favoreca monopalios tecnoldgicos especificos.

1.4 Sintese das tensoes identificadas

A. Protecao versus vigilancia

Identifica-se um tensao significativa que demanda mediagao regulatéria sobre os
métodos de verificagdo que permitem a identificacdo, onde as solugdes propostas
para a protecdo da infancia s&o percebidas por alguns atores como potenciais vetores
de vigilancia. Contribuintes do setor privado defendem a adog¢éo de estimativa facial
e biometria como ferramentas de inclusao social para usuarios sem documentacéo,
argumento que é contestado por organizagdes da sociedade civil e academia, que
apresentam preocupacgodes levantadas por contribuintes sobre a seguranga de bases
de dados biométricos suscetiveis a ataques cibernéticos (honeypots) e permitem o
desvio de finalidade para o treinamento n&o autorizado de Inteligéncia Artificial. A
proposta de centralizacdo da verificagao na infraestrutura governamental (Gov.br)
gera uma convergéncia quanto a rejeicao a custodia estatal da identidade, seja por
temor de ineficiéncia e monopdlio, ou pelo risco de monitoramento estatal do

comportamento online dos cidadaos e rastreamento de dissidentes.




B. Viabilidade econémica versus seguranca técnica

Estabelece-se o desafio de equilibrio entre a necessidade de robustez técnica e
a realidade socioecondmica do mercado brasileiro. O setor privado apresenta dados
sobre os custos de validagao individual para sustentar que a exigéncia de métodos
deterministicos (checagem de documentos) inviabilizaria a operagéo de pequenas e
meédias empresas, favorecendo a concentragdo de mercado em grandes empresas.
Concomitantemente, o argumento da exclusao digital foi apresentado com base na
obsolescéncia do parque tecnoldgico (dispositivos com cameras de baixa resolugao)
e nos diferentes niveis de competéncia digital das familias, para sustentar a
manutencido de métodos de baixo atrito. Em contrapartida, a sociedade civil demanda
a adocao de arquiteturas de preservagao de privacidade, especificamente ZKP, que
eliminariam a coleta de dados, mas que s&o rejeitadas pelo mercado sob a alegagao
de complexidade técnica e custo proibitivo. Identificou-se um desafio de conciliagao
entre solugbes tecnicamente robustas, economicamente viaveis e politicamente

aceitaveis, o que demanda abordagem incremental e experimentacao regulatoria.
C. Centralizagao infraestrutural versus responsabilidade contextual

A analise evidencia divergéncias sobre o ponto da cadeia de valor em que o
controle de identidade deve ocorrer. Empresas globais de conteudo defendem a
verificacdo no nivel da loja de aplicativos ou sistema operacional, argumentando que
a centralizacado evita a redundancia na coleta de dados e reduz a friccao para o
usuario. Essa proposta é combatida pelos fabricantes de hardware e desenvolvedores
de sistemas operacionais, que alegam “cegueira contextual”: a infraestrutura nao
possui capacidade de discernir se 0 uso de um aplicativo € nocivo ou educativo, o que
exigiria uma verificagcdo descentralizada no nivel do aplicativo. Adicionalmente, a
sociedade civil e a academia introduzem o argumento da soberania infraestrutural,
alertando que a dependéncia de APIs de verificagdo fornecidas por conglomerados
tecnoldgicos estrangeiros constitui uma vulnerabilidade de seguranga nacional,
defendendo a criagcdo de emissores raiz nacionais e interoperaveis para evitar a

dependéncia tecnolégica de infraestruturas estrangeiras na gestdo da identidade civil.
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D. llegalidade manifesta versus risco estrutural

Observa-se uma divergéncia ontologica na definigdo do objeto a ser regulado, a
partir do que é considerado como risco. Contribuintes do setor privado propuseram
uma classificacao de risco focada em categorias de ilegalidade manifesta. Sob essa
otica, redes sociais e plataformas de streaming sao classificadas como servigos de
baixo risco, aptos a regimes de autodeclaragdo ou inferéncia comportamental. Em
oposig¢ao, a sociedade civil fundamenta a necessidade de regulagcdo no conceito
de risco estrutural derivado do design persuasivo e da economia da atengao,
argumentando que mecanismos de engajamento viciante e coleta massiva de dados
constituem ameacgas ao desenvolvimento infantil tdo graves quanto o conteudo ilegal.
Essa tensao define o perimetro de aplicagdo da norma: contribuintes do setor privado
propuseram tratamento diferenciado para determinados modelos de negdcio,
enquanto a sociedade civil exige que a proporcionalidade da verificagao seja calibrada
pelo poder de influéncia da plataforma, e ndo apenas pela natureza do conteudo

hospedado.

1.5 Sintese das propostas identificadas nas contribuicoes
A analise das contribuicdes permitiu identificar propostas recorrentes que podem
subsidiar a elaborag¢ao da regulamentacao infralegal. Elas sdo apresentadas a seguir

organizadas por eixo tematico, refletindo os argumentos dos contribuintes.

A. Propostas relativas ao escopo de aplicacao (ilegalidade vs. risco
estrutural)
Contexto: Contribuintes divergiram sobre a extensao do mandato de verificagao

-- se restrito a conteudos ilegais ou ampliado para riscos estruturais.
Propostas identificadas:

e Abordagem escalonada por niveis de risco: Em vez de regra binaria
(verifica/ndo  verifica), diversos contribuintes  propuseram o
estabelecimento de niveis de exigéncia proporcionais ao potencial de
dano do servico. As faixas sugeridas incluem: (i) risco critico, como
conteudo adulto e apostas, com verificagdo deterministica; (ii) risco

elevado, como redes sociais com algoritmos de recomendacgido, com
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estimativa de idade ou verificagao parental; (iii) risco baixo, como jogos
sem interacdo social e comércio eletrbnico, com autodeclaraciao
reforcada.

Regulagao do design, nao apenas do acesso: Para plataformas de
risco intermediario, contribuintes da sociedade civil propuseram que a
verificagdo de idade funcione como gatilho para ativagao de configuragdes
protetivas (desativagcdo de publicidade direcionada, restricdo de
mensagens diretas com desconhecidos), em vez de resultar em bloqueio

total de acesso.

pY

B. Propostas relativas a arquitetura de implementacao (centralizagao

vs. contexto)

Contexto: Contribuintes divergiram sobre o ponto da cadeia de valor em que a

verificagcdo deve ocorrer -- se centralizada em lojas de aplicativos/sistemas

operacionais ou descentralizada no nivel das aplicacodes.

Propostas identificadas:

Modelo de responsabilidade em camadas: Contribuintes de diferentes
setores propuseram rejeitar a escolha binaria entre loja e aplicativo,
estabelecendo modelo hibrido no qual a infraestrutura (loja/sistema
operacional) fornece "sinal de confianga" (token indicativo de verificagao
prévia) e a aplicagao aplica as restricdbes contextuais especificas ao seu
conteudo.

Tratamento de dispositivos compartilhados: Considerando a realidade
brasileira de compartiihamento familiar de dispositivos, contribuintes
propuseram que servigos de alto risco exijam revalidagdo em momentos-

chave de uso, ndao se limitando a verificagcdo Unica no momento do

download.
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C. Para a tensao de privacidade (protegao vs. vigilancia)

Contexto: Contribuintes expressaram preocupac¢des quanto ao risco de que a
infraestrutura de verificagao seja utilizada para vigilancia ou exploragdo comercial de

dados.
Propostas identificadas:

¢ Limitagao de finalidade: Contribuintes da sociedade civil e parte do setor
privado propuseram vedagao expressa ao uso de dados coletados para
verificacdo de idade para finalidades diversas, incluindo treinamento de
modelos de inteligéncia artificial, perfilamento publicitario e
compartiihamento com autoridades de seguranga publica (salvo ordem

judicial especifica).

o Arquitetura de preservacao de privacidade: Contribuintes propuseram
o fomento a modelos de verificagdo que garantam separagdo de
conhecimento, nos quais o verificador conhece a identidade, mas
desconhece o destino do usuario, enquanto a plataforma conhece a faixa

etaria mas desconhece a identidade civil.

D. Propostas relativas a \viabilidade econdomica (viabilidade

VSs. segurancga)

Contexto: Contribuintes do setor privado manifestaram preocupacéao com custos

de conformidade e impactos sobre pequenas e médias empresas.
Propostas identificadas:

e Assimetria regulatéria: Contribuintes propuseram que grandes
plataformas arquem com custos de implementacdo de tecnologias
robustas e disponibilizem interfaces de programacao (APIs) acessiveis
para o ecossistema, enquanto pequenas empresas tenham acesso a

solugdes publicas de baixo custo ou regimes simplificados.
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Padronizacao de protocolos: Contribuintes propuseram que o Estado
defina requisitos minimos e protocolos de interoperabilidade, permitindo
que multiplos fornecedores compitam para oferecer solugdes de

verificagdo, desde que observem padrdes de privacidade estabelecidos.

E. Propostas relativas a governanga

Contexto: Contribuintes de diferentes setores demandaram mecanismos de

certificacado e supervisao para garantir a confiabilidade das solug¢des de verificagéo.

Propostas identificadas:

Auditoria independente: Contribuintes propuseram que empresas que
utilizem estimativa facial ou inferéncia comportamental publiquem
relatérios de impacto e submetam seus sistemas as avaliagdes de viés

por terceiros independentes.

Regime de certificagdao: Contribuintes propuseram a criagdo de
programa de acreditacao para provedores de tecnologia de verificagdo de
idade, com incentivos para plataformas que contratem verificadores

certificados.

Regime regulatério: Houve convergéncia entre setores quanto a adogao
de ambientes de teste controlados para experimentacdo de solucdes

antes da obrigatoriedade geral.
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2. INTRODUCAO
2.1 Metodologia de analise de dados

O protocolo metodologico adotado para o exame das contribuigcbes submetidas
a plataforma “Participa + Brasil” fundamentou-se em uma abordagem hibrida,
integrando procedimentos indutivos e dedutivos de analise qualitativa. Inicialmente,
procedeu-se a uma analise indutiva, caracterizada pela leitura sistematica do conjunto
de contribuigdes (formularios estruturados e arquivos PDF), permitindo que as
categorias analiticas emergissem diretamente dos dados empiricos, sem a imposi¢cao
aprioristica de hipoteses tedricas. Esta fase exploratdria resultou na construcao de

uma categorias analiticas que organizam os principais temas do debate regulatorio.

Subsequentemente, aplicou-se uma analise dedutiva visando a identificacdo
sistematica e a codificacao das unidades de conteudo. Definem-se aqui unidades de
conteudo como os segmentos semanticos minimos — variando de sintagmas a
paragrafos completos — que portam um sentido argumentativo, descritivo ou

normativo autbnomo e relevante para o objeto da consulta.

A operacionalizacao técnica deste processo utilizou o software QualCoder, uma
ferramenta de cdédigo aberto para Analise Qualitativa de Dados Assistida por
Computador (CAQDAS). A plataforma permitiu a segmentagao precisa dos textos e a
atribuicdo de codigos conforme os critérios estabelecidos. A interpretagéo foi

organizada em trés niveis de interpretagao:

1. Anadlise Intra-cédigo: Exame da consisténcia interna e das
variagdbes semanticas dentro de cada etiqueta individual, mapeando a

frequéncia e a intensidade dos argumentos.

2. Andlise Inter-cédigos: Avaliagdo das relagbes logicas
(complementaridade, contradicdo, causalidade) entre os diferentes codigos

pertencentes a mesma categoria analitica.

3. Analise Inter-categorias: Integracao transversal dos dados para

identificar tensdes estruturais e macro-narrativas que atravessam os diferentes

eixos tematicos.
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A transposicdo das categorias analiticas resultantes para os nove eixos
tematicos que estruturam este relatdrio reflete a complexidade reticular do debate.
Embora estes eixos possuam categorias inter-relacionadas — admitindo que uma
mesma unidade de conteudo, como a mengao a uma tecnologia biométrica, seja
codificada simultaneamente em multiplas categorias (por exemplo, como uma solugao
técnica e, concomitantemente, como um risco de vigilancia) —, a interpretagao
conferida em cada Eixo é especifica e orientada pela perspectiva especifica de cada
eixo. Ressalta-se, por fim, que a analise apresentada sistematiza a totalidade das
unidades de conteudo extraidas do corpus. A insergao de citagdes diretas ao longo
do texto obedece estritamente a critérios de representatividade paradigmatica dos
argumentos centrais mobilizados pelos atores mais significativos. Portanto, a auséncia
de transcricao literal de determinadas contribuicbes nao implica seu descarte, mas
sim sua incorporagao na sintese analitica dos argumentos coletivos que compdem a

interpretacao integral dos eixos.

Para garantir a replicabilidade e a consisténcia metodoldgica, foi desenvolvido
um Codebook (Livro de Cddigos), que atua como o glossario estruturante da analise,
delimitando as definicbes operacionais, critérios de inclusdo e exclusao para cada

categoria e cddigo, conforme detalhado na Tabela 1 (Anexo A).

2.3 Atores envolvidos

Analise da distribuicao institucional dos participantes

O exame da variavel referente ao vinculo institucional revela uma segmentacao
clara entre os atores envolvidos, com predominancia numérica de entidades privadas

e da sociedade civil organizada.

A categoria “Setor Privado” constitui 0 agrupamento mais expressivo, totalizando
29 ocorréncias, 0 que representa aproximadamente 41,4% do universo amostral. Em
seguida, a “Sociedade Civil” comparece com 24 registros (34,3%), indicando que o
debate é majoritariamente conduzido por esses dois eixos, que somados perfazem
mais de trés quartos das contribuigdes. Os demais segmentos apresentam
participagdo reduzida em termos absolutos: a categoria “Outros” abrange 9
participantes, o “Poder Publico” conta com 5 representantes e a “Academia” registra

a menor frequéncia, com apenas 3 entradas. Essa configuracdo aponta para uma
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dinamica onde o setor privado e a sociedade civil responderam pela maioria das

contribuicdes nesta amostra especifica.

Grafico 1: Distribui¢cao de Participantes por Vinculo Institucional

Distribuicdo de Participantes por Vinculo Institucional

Setor Privado 29

Sociedade Civil

Outros

Instituigdo ou Vinculo

Poder Publico

Academia

15 20 75 30
Mimero de Participantes
Fonta: producio prépria

Analise da distribuicao geografica

A espacializagao dos dados, apds o processo de normalizagdo que agrupou as
entradas “EUA”, “USA” e “UK” sob a categoria “Internacional”’, demonstra uma
concentragao territorial significativa. A regido Sudeste lidera o volume de contribui¢des
com 38 participantes, equivalendo a 54,3% do total, mais do que a soma de todas as
outras regides combinadas. O Centro-Oeste figura como a segunda regido mais
representativa, com 11 registros, seguido pelo Nordeste com 8. A categoria
“Internacional” aglutina 6 participantes, superando as regides Sul (5) e Norte (2). A
disparidade regional observada sugere uma centralizacdo das atividades ou do
interesse pelo tema no eixo Sudeste, enquanto as regides Norte e Sul apresentam as

menores frequéncias relativas no conjunto de dados analisado.
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Grafico 2: Distribuigao Geografica das Contribuigoes

Distribuicao Geografica das Contribuictes
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A intersecao entre as variaveis institucional e geografica permite detalhar como
os diferentes setores se distribuem territorialmente, evidenciando padrées de
concentracdo especificos. A matriz de distribuicdo ilustra que a predominancia do
Sudeste é impulsionada principalmente pelo “Setor Privado”, que concentra 20 de
seus 29 representantes nessa regido. Esse dado indica que 69% das empresas
participantes estdo sediadas no Sudeste. Em contraste, a “Sociedade Civil” apresenta
uma disperséo geografica mais ampla, embora ainda com forte presenga no Sudeste
(9), também mantém representatividade no Centro-Oeste (5), Nordeste (4) e Sul (4).
Outro ponto de destaque é a distribuicdo dos participantes internacionais: dos 6
registros categorizados como “Internacional”, 5 pertencem ao “Setor Privado” e 1 a
“Sociedade Civil”, denotando que a participacao externa é quase exclusivamente de
natureza empresarial. O “Poder Publico” mostra uma distribuicdo fragmentada com
baixa frequéncia absoluta em qualquer regido especifica, tendo 2 representantes no
Centro-Oeste e 1 nas regides Norte, Sudeste e Sul, respectivamente. A “Academia’,
com seu numero reduzido de entradas, restringe-se ao Sudeste (2) e Nordeste (1). A
categoria “Outros” alinha-se a tendéncia geral de concentragao, com dois tergos de

seus integrantes (6 de 9) localizados no Sudeste.
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Grafico 3: Matriz de Distribuicao - Instituicao vs. Regiao

Matriz de Distribuicio; Instituicao vs. Regiao
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Esta analise cruzada confirma a hipétese de que a centralidade do Sudeste é
fortemente correlacionada com a localizacdo das entidades do setor privado,
enquanto a sociedade civil demonstra uma capilaridade territorial comparativamente
maior. O mapa de calor em escala global reorganiza os dados para evidenciar a
participagdo doméstica e a internacional. A coloragéo utiliza uma escala logaritmica

para permitir a visualizagdo simultanea de magnitudes discrepantes.
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Grafico 4: Distribuigao Espacial das Contribuigoes (Global)

Distribuicao Global das Contribuicoes por Nacionalidade
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A agregacao dos dados por nacionalidade revela que o Brasil responde por
91,4% de toda a amostra (64 de 70 participantes), consolidando a natureza
essencialmente nacional do processo consultivo. Em contrapartida, os Estados
Unidos (5 participantes) e o Reino Unido (1 participante) aparecem como atores
periféricos, indicando que a participagao internacional foi minoritaria (8,6% do total) e
restrita a atores especificos do hemisfério norte, interessados devido a sua atuacao
no Brasil. Ndo houve contribuicbes de outros paises da América Latina, o que pode
refletir o escopo nacional da consulta. A visualizagdo confirma que, a despeito da
abertura digital que teoricamente permitiria uma participagdo global difusa, o
engajamento real permaneceu circunscrito as fronteiras nacionais e

a participantes internacionais restritos.
Analise de tipologia e areas de atuagcao

A disseccdo qualitativa dos grupos participantes permite identificar
subcategorias funcionais que revelam a complexidade dos interesses representados.
Para além da divisao institucional primaria, observa-se uma fragmentagao tematica

que organiza os atores em clusters de atuagao especificos.
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Grafico 5: Tipologia Detalhada dos Participantes
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1. O ecossistema do Setor Privado

Dentro do segmento empresarial, a analise semantica das identificagdes revela

quatro vetores distintos:

*Grandes empresas de tecnologia: Representado por corporagdes
globais que operam a camada de aplicagao e servigos da internet. A presenca
de entidades como Google, Meta, Epic Games, Match Group (Tinder) e Roku
atua em areas afetadas pela regulamentacdo de moderagdo de conteudo,

concorréncia digital e responsabilidade de intermediarios.

* Associagoes setoriais e de representagao: Este € um subgrupo
robusto que atua na defesa de interesses coletivos da industria. Entidades
como Zetta, ABES (Software), Brasscom (TIC) e AMOBITEC (Mobilidade)
sugerem uma mobilizagdo organizada para influenciar politicas publicas que

afetam o ambiente de negdcios digitais transversalmente.

21




*Empresas de tecnologia e Servigos Especificos: Um cluster
heterogéneo que inclui desde empresas de seguranga digital (Kaspersky) e
identidade digital (Unico, Yoti) até marketplaces e desenvolvedoras de

software (Microsoft, Roblox).

* Telecomunicagcoes e infraestrutura: A participacdo direta de
operadoras (Claro) sinaliza a presenca dos detentores da infraestrutura fisica
de rede, cujos interesses frequentemente divergem dos provedores de

aplicagao (OTTs).

*Midia e conteudo: Representado pela Motion Picture Association -

Brasil, focada na protecao de propriedade intelectual e direitos autorais.
2. As facetas da sociedade civil

As organizagbes da sociedade civil apresentaram posicionamentos

diversificados em pautas de advocacia distintas:

*Direitos digitais e defesa do consumidor: Organizacoes
especializadas como Idec, Coalizdo Direitos na Rede, DiraCom e Instituto
Alana (focado na infancia) com atuacdo consolidada na defesa de direitos
digitais, priorizando privacidade, liberdade de expressdo e protegcao de

vulneraveis.

* Associagoes civis e setoriais: Inclui associagdes que representam
setores regulados, como a radiodifusdo (ABERT) e o setor bancario

(Febraban), além de pautas sociais amplas (Family Talks).

» Ativismo e cidadania: Contribuicbes de cidadaos e coletivos para o
debate. A presenca da Electronic Frontier Foundation (EFF) neste grupo

adiciona um peso internacional a defesa das liberdades civis digitais.

3. Atores institucionais e académicos
* Academia: A participacao € qualificada por centros de exceléncia como
o CTS-FGV Direito Rio, que aportam embasamento tedrico e pesquisa juridica

ao debate regulatorio.
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*Poder Publico: A representagdo estatal € pulverizada, incluindo
contribui¢des de individuos vinculados a érgaos publicos e manifestagdes
institucionais como a do Ministério Publico Federal (Comissdo de TIC),

indicando uma preocupagao com a aplicabilidade legal e a fiscalizagao.

* Outros: Este grupo residual contém entidades de relevancia técnica,
como o CGIl.br (Comité Gestor da Internet no Brasil) e a ABINEE (Industria

Elétrica e Eletrénica)/

Essa estratificacdo demonstra que a consulta publica mobilizou ndo apenas

empresas e cidadaos, mas uma diversidade de perspectivas setoriais representadas.
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3. ANALISE DOS EIXOS TEMATICOS

3.1 EIXO 1: Diagnéstico e Atribuicao de Responsabilidade (DIAG)

3.1.1 Visao geral e definicao do eixo

Este eixo tematico sintetiza os argumentos sobre a alocacdo de deveres e a
definicdo dos pressupostos da intervencéao regulatéria, oscilando entre a reafirmagao
da autoridade parental como barreira primaria de controle e o reconhecimento técnico
da obsolescéncia da autodeclaracdo como método de seguranga. Contribuintes do
setor privado apresentaram argumentos em defesa da primazia familiar, sustentando
que o papel das empresas é fornecer ferramentas de gestdo, ndo substituir o juizo
dos responsaveis, enquanto organizag¢des da sociedade civil apontam a inviabilidade
pratica do monitoramento parental integral. Simultaneamente, identifica-se um
segmento de argumentos céticos que alertam para os riscos colaterais da regulagéo,
como o deslocamento de usuarios para jurisdicdes nao supervisionadas e 0 aumento
da vulnerabilidade de dados, o que fundamenta a defesa juridica das empresas pelo
principio da responsabilidade solidaria constitucional e pela ado¢do de um padrao de
devida diligéncia, onde a aplicacédo de melhores esforgos técnicos deve eximir as

empresas de punigcao objetiva em casos de evasao ou fraude pelo usuario.
3.1.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia os temas na categoria Diagndstico e
Responsabilidade (DIAG) indica que a discussdo sobre a alocagéo de deveres se
sobrepde a analise técnica do problema, com a maior concentragcéo de unidades (16)
no codigo DIAG_PRIMAZIA_ FAMILIAR, o qual situa a autoridade parental como o
mecanismo primario de controle de acesso, em detrimento da mediagao tecnoldgica
exclusiva. Em segundo plano, o cédigo DIAG_CETICISMO_DANOS (11) agrupa
argumentos que questionam a eficacia da intervencao regulatéria frente a riscos
colaterais como o deslocamento de usuarios para jurisdigdes externas e a coleta
excessiva de dados. A fundamentacgao juridica da defesa corporativa compde um
bloco significativo quando somados os cédigos DIAG_RESP_SOLIDARIA (8)
e DIAG_DEVIDA DILIGENCIA (5), totalizando 13 unidades que articulam a protegéo
como dever constitucional compartilihado e estabelecem o padrao de melhores

esforcos como limite para a imputabiidade das empresas. Por fim, o
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coédigo DIAG_FALHA AUTO(7) registra o reconhecimento transversal da insuficiéncia
dos métodos declaratorios vigentes, consolidando o diagndstico de que o modelo atual

de autenticacéo de usuario carece de eficacia verificavel.

| cODIGO |FREQUENCIA|| DESCRICAO BREVE |

Argumentos que reafirmam o papel da supervisdo
parental como elemento central da protegdo. Enfatizam
DIAG_PRIMAZIA FAMILIAR 16 que a tecnologia de verificagdo é complementar e que
a educacado digital das familias constitui a barreira
primaria.

Questionamentos sobre a eficacia da verificagdo
obrigatéria, com alertas sobre riscos de exclusao digital,
migragao de usuarios para ambientes nao regulados ou
efeitos colaterais indesejados da intervencéo.

Invocagao do Art. 227 da Constituicao Federal e do ECA
para sustentar que a protecdo é dever compartilhado
DIAG_RESP_SOLIDARIA 8 entre Estado, familia e sociedade. Sustenta que a
responsabilizacdo ndo deve recair exclusivamente
sobre as plataformas.

DIAG_CETICISMO_DANOS 11

Diagnéstico de que a autodeclaracdo de idade é
estruturalmente insuficiente. Argumentos de que o
DIAG_FALHA_AUTO 7 modelo de "autenticacdo de wusuario" deve ser
substituido por mecanismos de verificagao de idade
mais robustos.

Argumentos sobre limites da responsabilidade
empresarial: se a plataforma adotou medidas razoaveis

DIAG_DEVIDA DILIGENCIA 5 (best efforts), questionam a responsabilizagédo objetiva
em casos de evasdo do sistema pelo usuario ou por
terceiros.

ITOTAL [ 47 | |

3.1.3 Principais argumentos

A. O consenso da falha na autodeclaragao

Ha um consenso de que os métodos atuais de autodeclaracéo, por si sO, sao
insuficientes para casos de alto risco. O FNPETI é incisivo ao declarar a “manifesta
ineficacia” da autodeclaragcado, argumentando que ela “transfere a responsabilidade
integralmente ao usuario e exime fornecedores de sua responsabilidade legal”.
O Instituto Alanareforca que banir a autodeclaracdo forca as empresas a
“abandonarem sua zona de conforto... empurrando as empresas para um cenario
onde a protegdo... ndo sao opcionais” e define 0 momento como uma “transigéo do

paradigma da ‘autenticagao do usuario’ para a ‘autenticacédo da idade’
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Contribuintes do setor privado (representada pela ABA e Samsung) admitem a
falha, mas para justificar o ceticismo sobre qualquer solugao: “A declaragcao de idade
ja foi criticada por sua falta de confiabilidade... [mas] a estimativa de idade também
pode ser burlada”. Eles usam a falha da autodeclaracido para pedir cautela na

imposigao de novas tecnologias que também podem ser burladas.
B. A tese da primazia familiar

Contribuintes do setor privado apresentaram argumentos que posicionam a
responsabilidade final junto aos pais, enquadrando a tecnologia como ferramenta de
apoio a autoridade parental. A Meta argumentou que mecanismos de aprovagao
parental para downloads capacitam as familias, defendendo arquiteturas de controle
baseadas em permissao, e ndo em verificacao intrusiva: “a aprovacao parental para
downloads de aplicativos é o fator decisivo... capacitando as familias e, ao mesmo
tempo, mantendo os padrdes regulatérios”. Para a Meta, a solugao ideal € aquela que
reforca a hierarquia doméstica: “Mecanismos centralizados... ddo aos pais mais

supervisao e controle”.

Esta visao é amplamente corroborada pelas associa¢des industriais, que utilizam
a primazia familiar para limitar a responsabilidade corporativa. A Claro S.A. e
a Samsung repetem, ipsis litteris, que o dever de vigilancia “decorre diretamente do
papel de guarda e vigilancia do ECA e n&o pode ser transferido ao setor privado”.
A Camara Brasileira da Economia Digital expande esse argumento para a esfera da
autonomia cultural, alertando que “O que uma familia considera adequado... pode ser

visto de maneira diferente por outra, e ndo cabe as empresas substituir esse juizo”.

No entanto, a PROTESTE contesta a viabilidade pratica dessa primazia em um
cenario de complexidade tecnoldgica. Embora reconhega o papel da familia,
argumenta que a “afericdo de idade reduz desigualdades e limitacbes que tornam
impraticavel exigir que pais... monitorem integralmente ambientes digitais complexos”.
Para os representantes da sociedade civil, insistir apenas na responsabilidade

parental € ignorar a assimetria de poder entre pais exaustos e algoritmos viciantes
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C. A tese da responsabilidade solidaria

Diversos contribuintes invocaram o conceito de responsabilidade solidaria para
fundamentar suas posi¢coes sobre a distribuicdo de obrigagdes entre os agentes

envolvidos na protecao de criangas e adolescentes no ambiente digital.

Contribuintes do setor de telecomunicagdes e hardware, como Claro S.A.,,
BRASSCOM e Federagao do Comércio de SP, argumentaram que a protecao constitui
dever compartilhado entre "Estado, familias, sociedade civil e setor privado",
sustentando que "a responsabilizacdo ndo deve recair exclusivamente sobre as
empresas". Esses contribuintes fundamentaram suas posi¢cées no artigo 227 da

Constituicao Federal e no proprio ECA Digital.

A Meta aderiu a essa perspectiva, citando o Artigo 15 do ECA Digital por
"estabelecer responsabilidade compartilhada e solidaria", e defendendo uma
abordagem de "ecossistema completo" na qual diferentes atores assumem parcelas

distintas da responsabilidade.

A Federacdo do Comércio de SP argumentou que essa responsabilidade
compartilhada implica que o Estado deve prover "politicas publicas de educacéao

digital" como componente da estratégia de protecéo.

Por outro lado, contribuintes da sociedade civilLb como a PROTESTE,
questionaram a operacionalizagdo pratica desse conceito, argumentando que a
"afericdo de idade reduz desigualdades e limitagcbes que tornam impraticavel exigir
que pais monitorem integralmente ambientes digitais complexos". Para esses
contribuintes, a invocagédo da responsabilidade familiar ndo pode servir para eximir

empresas de obrigagdes proporcionais ao risco que seus servigos apresentam.

A tensdo identificada reside na definicio do conteudo concreto da
responsabilidade de cada ator: enquanto parte dos contribuintes do setor privado
enfatizou o papel da familia e do Estado como condicao para delimitar suas préprias
obrigagdes, contribuintes da sociedade civil sustentaram que as empresas, por
criarem e controlarem os ambientes de risco, devem assumir obrigacdes

proporcionais independentemente da atuagéo dos demais agentes.
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D. A estratégia da prevengao

A definicdo do dever de prevencgao é disputada para estabelecer até onde vai a
obrigacao da plataforma. A Samsung e a Federacdo do Comércio argumentam que a
responsabilidade das plataformas vai até o limite da “medida razoavel”. Se a empresa
adotou mecanismos proporcionais, ela ndo pode ser culpada se “0 menor néo se faca
passar pelo referido responsavel legal” (como com o uso de identidade falsa ou
dispositivo dos pais). A BRASSCOM reforga que “é necessario reconhecer os limites
da atuagdo das empresas... visto que mesmo com medidas técnicas adequadas, é
possivel que ocorram usos irregulares”. O conceito chave é “best efforts”(melhores
esforgos): a empresa garante o meio (ferramenta de verificagdo), mas ndo pode

garantir o resultado (bloqueio total) se houver dolo do usuario ou negligéncia dos pais.

A Claro S.A. introduz o cenario de fraude doméstica para limitar sua diligéncia:
“caso um dos responsaveis legais disponibilize seu aparelho... a verificagao de idade
se revelaria ineficaz’. O argumento € que a devida diligéncia técnica da empresa

cessa onde comeca a negligéncia parental.
E. O ceticismo sobre os danos

H4, ainda, argumentos que questionam a eficacia ou os pressupostos da
intervencao estatal para afericido de idade e sua capacidade de mitigar riscos.
A Associacao Brasileira de Anunciantes (ABA) introduz o conceito de risco deslocado,
alertando que a verificagdo obrigatoria pode “incentivar os usuarios a migrarem para
jurisdigbes menos restritivas... expondo-0s... a riscos maiores”. Para a ABA, a

regulacao local cria “paraisos digitais” inseguros.

Um contribuinte da sociedade civil apresentou questionamentos sobre os
pressupostos da regulacdo, argumentando que a protecao infantil ndo deveria servir
de fundamento para medidas que poderiam resultar em restrigdes desproporcionais
ao acesso a informagao. O ator argumenta que “a prote¢cdo das criangas é apenas
uma ferramenta, a ‘imagem’ do movimento, e ndo seu verdadeiro objetivo”, sugerindo
que a regulagao visa o controle social e ndo a seguranca. Ele alerta para um efeito
rebote: “manter as criangas como criangas levara a ascensdo de adultos que se

comportam como criangas”, criticando a infantilizagcdo da sociedade.
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A Electronic Frontier Foundation (EFF) traz um ceticismo técnico, argumentando
que a coleta massiva de dados para verificagao resulta na “ampliagdo da superficie
de ataque e maior vulnerabilidade a vazamento”. O ceticismo aqui nao € moral, mas
de engenharia de segurancga: criar bases de dados de criangas € criar vetores de

ataque.
3.1.4 Terminologia e conceitos-chave

A Figura 1 representa uma visualizagdo qualitativa que mapeia a estrutura
argumentativa de cada grupo de contribuintes, identificando os fundamentos

apresentados para sustentar suas posigoes.

Figura 1: Fluxo de argumentacao dos atores

CUEM FALAT OOUE INVOCA?
[Atos) {Argumento Técnica)
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=
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Fonte: produgéo prépria
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1. Azul - Industria: Argumentos que enfatizam a primazia familiar e os

limites da responsabilidade empresarial.

2. Verde - Sociedade Civil: Argumentos que partem do diagndstico de

insuficiéncia da autorregulacao para defender obrigagdes de resultado.

3. Vermelha - Contribuintes com ressalvas: Argumentos que

questionam premissas da intervengao regulatoria.

Esta representacdo visual demonstra como os atores estdo operando

em paradigmas paralelos que raramente se cruzam.

Quadro Comparativo: Argumentos de Legitimagao por Setor (LEGIT)

ENFASE NA
ATRIBUICAO DE
RESPONSABILIDADE

GRUPO DE
CONTRIBUINTES

ARGUMENTO IMPLICAGAO PARA A
CENTRAL REGULAMENTACAO

A supervisao do acesso
digital € atribuicdo dos||Regulamentagéo deve
pais, cabendo as||priorizar instrumentos de
plataformas fornecer|icontrole parental e evitar
ferramentas de apoio. Alresponsabilizagdo objetiva
empresa nao deve|/das plataformas por falhas
substituir o juizo familiar||{de supervisado familiar.

sobre o que é adequado.

A complexidade dos
ambientes digitais e a
assimetria de informacao
tornam a supervisdo
Sociedade Civil e||Plataforma como agente||parental insuficiente. O
Organizagbes de||primario; Estado comojrisco € inerente ao
Defesa de Direitos |regulador design dos servicos,
cabendo as empresas
adotar medidas proativas
de protecdo (safety by

Familia como agente
Setor Privado primario; Plataforma
como facilitadora

Regulamentacgéo deve
estabelecer obrigagbes de
resultado para as
plataformas, com devida
diligéncia independente da
atuagao dos pais.

design).
Barreiras rigidas podem
deslocar usuarios para||Regulamentagéo deve
ambientes nao|lconsiderar dindmicas de
Contribuintes com regulados, reduzindo a|lmigracdo de usuérios e
Mercado global comol| ;7 . ~
ressalvas sobre L3 eficacia da protegaol|ladotar abordagem
C L. fator condicionante . . ~
eficacia pretendida. Alerta para||proporcional que néo
riscos de efeitos|lincentive a evasao para
colaterais da||jurisdigdes sem protecéo.
intervencao.
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ENFASE NA

GRUPO DE = ARGUMENTO IMPLICAGAO PARA A
ATRIBUICAO DE =
CONTRIBUINTES RESPONSABILIDADE CENTRAL REGULAMENTACAO
Regulamentacao deve

Questionamentos sobre
a base empirica dos
Questionamento das||danos alegados e sobre
premissas da intervencgao||os limites da intervengao
estatal em matéria de
acesso a informacgéo.

fundamentar-se em
evidéncias e respeitar
limites constitucionais
relativos a liberdade de
expressdo e acesso a
informacao.

Contribuintes com
ressalvas sobre
legitimidade

3.2 Eixo 2: Escopo e Definicao do Objeto Regulado (ESCO)

3.2.1 Visao geral e definicao do eixo

A analise do eixo de “Escopo e Modulagao Setorial” revela uma estrutura
argumentativa fundamentada na rejeicado de modelos de aplicagao universal da lei em
favor de uma logica de proporcionalidade e escalonamento por matrizes de
risco. Enquanto ha convergéncia entre os atores sobre a necessidade de isengdes
para setores ja regulados ou com finalidades utilitarias especificas (como servigos
financeiros , conteudo editorial e redes profissionais), a definigdo dos critérios de “Alto
Risco” apresenta divergéncias estruturais: organizagées da sociedade civil e
contribuintes da academia associaram o risco aos modelos de negdcio e algoritmos
de recomendacgido, enquanto contribuintes do setor privado propuseram limitar o
escopo. Transversalmente, a discusséo sobre a responsabilidade opde a demanda
por focar as obrigacbes nos “gatekeepers” para preservar a competitividade de
pequenos agentes aos alertas sobre os riscos de centralizagdo de dados e vigilancia

inerentes a concentragao da identificagdo em poucos atores sistémicos
3.2.2 Frequéncia e relevancia dos temas

A distribuicao de frequéncia dos temas que aparecem neste eixo evidencia uma
concentracado preponderante na definicao estrutural da aplicabilidade normativa, com
metade das unidades de conteudo (41 de 82) dedicadas aos
cédigos ESCO_MATRIZ_RISCO (22) e ESCO_DEF_RISCO (19), o que indica que a
discusséao central reside no estabelecimento de critérios de gradagao e na tipificagao
do que constitui risco, em detrimento de abordagens uniformes. Em um segundo nivel
de relevancia, observam-se demandas especificas de direcionamento regulatério,

com 11 unidades focadas na responsabilizagdo das grandes plataformas sistémicas
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(ESCO_GATEKEEPERS) e 10 unidades voltadas ao bloqueio estrito de conteudos de
alto dano (ESCO_CONTEUDO_PROIBIDO). O segmento restante, compondo
aproximadamente um quarto do corpus (20 unidades), agrupa as reivindicagdes de
exclusao setorial, distribuidas entre o] setor financeiro
(ESCO_ISENCAQO_FINANCEIRO, 8), jornalistico (ESCO_ISENCAO_EDITORIAL, 7)
e redes profissionais (ESCO_ISENCAO_PROFISSIONAL, 5), fundamentando a
defesa de que ambientes ja regulados ou de finalidade laboral devem permanecer fora

do escopo de novas exigéncias de verificagéo etaria.

| CODIGO |[FREQUENCIA|| DESCRIGAO BREVE |

Discussdes sobre a gradacdo da verificagdo
baseada no risco. Argumentos de que as
exigéncias devem ser proporcionais ao nivel de
risco do servigo (alto risco vs. baixo risco).

ESCO_MATRIZ_RISCO 22

Discussdes sobre a definigdo do que constitui
ESCO_DEF_RISCO 19 "risco” ou "dano". Distingbes entre conteudo
nocivo e conteudo ilegal.

Discussdes sobre o foco regulatério nas grandes
plataformas sistémicas. Argumentos sobre se as
obrigagbes devem ser mais rigorosas para
plataformas com maior poder de mercado.

ESCO_GATEKEEPERS 11

Discussdes sobre regras especificas para
conteudo adulto, jogos de azar e conteudos
ESCO_CONTEUDO_PROIBIDO 10 legalmente restritos a maiores de 18 anos, onde
contribuintes propuseram bloqueio de acesso a
menores.

Argumentos para tratamento diferenciado de
setores financeiros (bancos, fintechs) que ja
possuem regulacdo propria de verificacdo de
identidade (KYC bancério).

Argumentos sobre liberdade de imprensa e
ESCO_ISENCAO_EDITORIAL 7 tratamento diferenciado para veiculos de midia e
jornalismo.

ESCO_ISENCAO_FINANCEIRO 8

Argumentos para tratamento diferenciado de
ESCO_ISENCAO_PROFISSIONAL 5 redes profissionais e ferramentas de trabalho
corporativo.

ITOTAL | 82 I

32




3.2.3 Principais Argumentos

A. Foco em conteudo proibido

As respostas demonstram uma disputa sobre a extensdo do mandato de aferigéo
de idade: se restrito ao ilegal ou expandido ao nocivo. A Camara Brasileira da
Economia Digital defende uma aplicagdo minimalista, focada na tipificagdo criminal,
onde “recomenda-se que a obrigatoriedade de verificagcado de idade seja reservada a
conteudos manifestamente de alto risco - como pornografia e materiais explicitamente
proibidos por lei - nos quais o potencial de dano € inequivoco”. O Google Brasil reforga
essa perspectiva, enquadrando a verificagdo como uma ferramenta de adequacao de
produto para adultos, afirmando que “onde os servicos sdo destinados a usuarios
maiores de 18 anos, o restringir o acesso com base na idade € uma mitigacao
importante para reduzir o risco de que criangas ou adolescentes tenham acesso a

servigos que nao foram projetados para eles”.

A AMOBITEC sugere uma aplicacdo cirurgica da verificagdo, limitada a
transacbes especificas dentro de servicos mais amplos, argumentando que “A
implementagdo de controles especificos deve ser direcionada apenas para
funcionalidades restritas (tais como o ato de compra de produtos para maiores de 18
anos), permitindo que o restante do servigo permaneca acessivel sem barreiras

desnecessarias’.

Em oposicao, o Instituto Alana contesta a suficiéncia dessa abordagem restrita,
defendendo que a protecdo deve abranger riscos nao criminais, mas
desenvolvimentais, argumentando que “é necessario restringir o acesso ... ndo para
limitar sua participagao ... mas sim para resguarda-los dos riscos desproporcionais ...
Até mesmo paises como a lItalia ... entendem ser necessario bloquear 0 acesso
desses individuos a conteudos prejudiciais, como o pornografico”. A Family
Talks aponta a impossibilidade pratica de separar conteudos em redes abertas,
notando que “estdo disponiveis na rede, misturados sem nenhum crivo, tanto
conteudos positivos quanto nocivos ... a expansdao da internet resultou na
disseminagao de todo tipo de conteudo, acessivel a qualquer publico”, o que exigiria
uma verificagdo mais ampla do que apenas em sites “proibidos”. A Meta, por sua vez,

tenta posicionar a tecnologia de |IA como mediadora dessa complexidade,
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afirmando: “Usamos essa tecnologia para impedir que adolescentes acessem
recursos destinados a adultos ... e garantir que o conteudo que os adolescentes veem

seja adequado a idade”.
B. Definicao ampliada de risco

A definicdo do que constitui “risco” € disputada entre uma visdo académica
estrutural e uma visao corporativa funcional. O Comité Gestor da Internet no Brasil
(CGl.br) fundamenta sua definigdo na literatura de Sonia Livingstone, estabelecendo
que “A tipologia dos “4Cs” ... corrobora a necessidade de se considerar diferentes
contextos ... sendo eles: Conteudo ..., Contato ..., Conduta ... e Contrato/Commerce”.
Esta base tedrica é sugerida como diretriz fiscalizatéria pelo Ministério Publico Federal
(MPF), que qualifica o risco pela auséncia de mediag¢ao, afirmando que “Um servigo
deve ser classificado como de maior risco quando envolve comunicagdo nao
moderada e aberta entre adultos e criangas (risco de aliciamento), exposi¢ao a

conteudo ilegal ... e a possibilidade de danos financeiros”.

A Coalizao Direitos na Rede e o Instituto Alana aprofundam a analise para além
do conteudo, focando na arquitetura de persuasao. A Coalizdo argumenta que o risco
reside no modelo de negdcio, onde “os seus servigos sdo desenhados de modo a
estimular maior tempo de tela e engajamento ... as criangas e adolescentes ficam
expostas a riscos de recomendacgao de conteudos nocivos, aliciamento, publicidade
inapropriada”, enquanto o Alana especifica que o perigo emana de “Mecanismos que
induzem uso compulsivo ... Exemplos de recursos arriscados sao algoritmos de
personalizacdo, feed infinito e modelos de videos curtos”. A uma contribuinte
académica corrobora essa visdo, adicionando a autonomia como variavel
critica: “Grau de interagao social e exposicao a terceiros — especialmente quando ha
comunicacao direta com desconhecidos ... Nivel de autonomia exigido para o uso do

servigo — quanto maior a autonomia ... maior o risco associado”.

Em contrapartida, o setor privado busca atenuar essa classificacdo através da
existéncia de ferramentas de controle. O Match Group (Tinder) argumenta que a
arquitetura fechada de mensagens reduz a periculosidade, declarando que “services
like Match Group’s dating apps, where interactions occur primarily through private
messages, pose a more controlled risk ... Another important criterion to consider is
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content sensitivity”. Similarmente, a Roblox defende que a presenga de mecanismos
de seguranca deve ser um fator de desclassificacdo de risco, sustentando que “A
existéncia de protegcdes por padrédo ... devem ser consideradas como fatores
atenuantes para a classificagdo dos servigos de acordo com o risco”. Percebe-se,
portanto, uma divergéncia ontologica: para a sociedade civil, o risco € intrinseco
ao design de engajamento; para as plataformas, o risco é mitigavel pelas ferramentas

de gestao.
C. Proposta de matriz de risco

Os dados mostram uma tensao fundamental entre a universalidade da protegcao
e a viabilidade econémica do ecossistema digital. A Camara Brasileira da Economia
Digital (camara-e.net) estabelece a premissa de que a heterogeneidade dos servigos
demanda uma aplicagdo regulatéria assimétrica, argumentando que “Servigos
distintos demandam controles distintos, e nao € adequado impor a mesma intensidade
de verificacdo de idade a plataformas com finalidades, formatos de interacao e perfis
de risco evidentemente diversos”. Esta posicdo introduz o argumento da
proporcionalidade como mecanismo de sobrevivéncia econbmica, uma vez que a
mesma entidade alerta que “Classificacbes desproporcionais, baseadas apenas na
existéncia de uma funcionalidade isolada, podem gerar barreiras indevidas, prejudicar

a inovagao e limitar o acesso a conteudos adequados para diferentes faixas etarias”.

A concordancia com essa modulagao € expressa por diversos participantes do
setor privado, como a Microsoft, que desloca o foco da tecnologia para a natureza do
dano, sustentando que “servigos online que apresentem baixo risco de gerar os danos
enumerados no Artigo 6° ... ndo devem ser obrigados a implementar verificacdo de
idade, mas sim utilizar métodos de garantia de idade proporcionais ao risco”. No
entanto, a operacionalizagdo dessa matriz revela complexidades técnicas, conforme
aponta o Instituto Teckids, ao observar que a taxonomia de risco nao € linear, dado
que “Diferentes plataformas apresentam riscos distintos seja pela natureza do
conteudo, pela interagdo social, pela sensibilidade de tratamento dos dados, nivel de
exposi¢cao”, sugerindo que a simplificacdo binaria (alto/baixo risco) pode ser

insuficiente.
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A Fecomercio-SP expande o debate para a esfera da seguranga juridica,
defendendo que uma matriz de risco funcionaria como um garantidor de
previsibilidade para o mercado, afirmando ser “fundamental que os critérios de
classificagao sejam claros, proporcionais e previsiveis, garantindo seguranga juridica
e permitindo que as organizagdes planejem adequadamente seus mecanismos de
conformidade”. Em uma perspectiva pragmatica de implementacao,
a AMOBITEC propde que a verificagdo seja circunstancial e ndo estrutural para
servigos de menor risco, sugerindo que “poder-se-ia considerar que, em plataformas
de menor risco, a afericdo de idade ocorra no momento da compra”. O Mercado
Livre reforca essa logica de isengao para interacbes de baixo risco, argumentando
que “Plataformas que nao tém como atividade principal a interacdo social ou a
disponibilizacdo de conteudo voltado para o entretenimento, ndo devem ser

equiparadas as redes sociais”.

Assim, percebe-se uma rejeicdo unanime do setor produtivo a abordagem
“tamanho unico”, fundamentada tanto na incapacidade técnica de pequenos atores
quanto na inadequacéao conceitual de tratar ferramentas utilitarias como vetores de

risco sistémico.
D. Foco nos gatekeepers

Ha uma patente preocupacdo com a assimetria de poder e a capacidade de
implementacgao. A Kaspersky Lab introduz o argumento de que a regulagao uniforme
pode paradoxalmente reduzir a seguranga ao eliminar a diversidade de mercado,
alertando que “Mandatos excessivamente prescritivos ou de alto custo podem criar
barreiras, especialmente para startups e pequenos desenvolvedores, reduzindo
diversidade e competicdo no mercado digital”. O CGl.br alinha-se a essa preocupacgéao
econbmica, recomendando “que a regulamentacdo preveja explicitamente tais
excegdes, assegurando inovagdo, inclusdo digital, para pequenos provedores”,

sugerindo que o énus regulatério deve ser proporcional ao porte econémico.

O Centro de Tecnologia e Sociedade (CTS-FGV) propde uma hierarquizagao da
responsabilidade baseada na posi¢ao na cadeia de valor, argumentando que “existe
uma expectativa maior de diligéncia devida para players com poder econémico na

cadeia de valor que leva ao contato com os usuarios na ponta, como é frequentemente
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o0 caso de provedores de lojas de aplicagdes”. Contudo, essa centralizagdo da
responsabilidade nos “gatekeepers” € vista com ceticismo por outros atores sob a
otica da privacidade. Um contribuinte da academia adverte que delegar essa fungéo
as grandes plataformas agrava o monitoramento, pois “As big techs como Meta e
Google certamente ofereceram mecanismos proprios ... € necessaria a fiscalizagao
de tais mecanismos para evitar que eles ... sejam um vetor de coletar ainda mais

dados pessoais”.

A Unico - IDTech expande essa critica para o risco democratico de um ponto
unico de falha ou controle, argumentando que “A centralizagdo excessiva pode
transformar a identidade digital e afericdo de idade em instrumento de controle, e ndo
de confianga, tornando o cidadao dependente e rastreavel por um Unico gatekeeper
estatal”’. Assim, o debate sobre gatekeepers oscila entre a necessidade econdmica de
proteger os pequenos competidores e o receio politico e social de conceder ainda

mais poder de dados aos grandes conglomerados ou ao Estado.
E. Isencao de determinados setores

Com relacdo ao setor financeiro, observa-se um consenso setorial sobre a
redundancia regulatoria. A Fecomercio-SP argumenta que o setor ja opera sob estrita
vigilancia de identidade, tornando novas camadas de verificacdo desnecessarias, ao
afirmar que “Servigos financeiros, bancos e seguradoras ja cumprem rigorosas
normas de KYC (Know Your Customer) e BACEN, devendo ser isentos de novas
obrigacdes de verificagao”. Esta posicao é reforcada pela Zetta, que distingue o risco
transacional do risco de interacéo social, defendendo que “O risco deve ser avaliado
nao apenas pelo conteudo, mas pelas features de design ... Aplicativos de bancos

nao oferecem risco de conteudo ou contato perigoso”.

A Camara Brasileira da Economia Digital complementa essa visdo ao enfatizar
a pontualidade da interagdo em e-commerce, o que justificaria isengao de verificagdes
de acesso continuo, argumentando que “Em plataformas cujo risco € pontual - como
a compra de itens legalmente restritos - a verificagdo deve ocorrer de forma precisa e
direcionada, preservando o acesso amplo e sem fricgdo as demais areas do servigco”.

A auséncia de contrapontos significativos neste cédigo sugere que a natureza utilitaria
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e ja regulada do setor financeiro € amplamente aceita como fora do escopo primario

da nova regulagao de protecéao infantil online.

A distingdo entre curadoria profissional e conteudo gerado pelo usuario (UGC)
fundamenta os argumentos de pedido de isengao para servigos e aplicagbes com
controle editorial. Representantes do setor de midia e entretenimento argumentam
que a existéncia de uma linha editorial atua como um mecanismo de seguranga ex
ante. As unidades de conteudo indicam que “O conteudo editorialmente controlado
nao apresenta os mesmos riscos de algoritmos viciantes ou contato com estranhos”,
estabelecendo uma dicotomia clara com as redes sociais. A comparagao direta é
utilizada para ilustrar a desproporcionalidade, onde se afirma que “A regulagdo nao
deve equiparar a Netflix ou um portal de noticias ao TikTok. A dindmica de risco é

oposta”.

Além do aspecto técnico, emerge uma defesa baseada em direitos
fundamentais, onde se argumenta que “Jornais e revistas digitais devem ser isentos
para garantir o direito a informacéo e liberdade de imprensa”, sugerindo que barreiras
de idade poderiam cercear o acesso civico. A eficacia dos sistemas atuais de
classificagdo indicativa é evocada como suficiente, com o argumento de
que “Plataformas de VOD ja seguem a classificagao indicativa do Ministério da

Justica; impor nova verificagao seria redundante”.

Por fim, ha uma preocupacgado especifica com plataformas voltadas para o
desenvolvimento profissional. O argumento é que estas possuem dindmicas de
interagéo distintas e monitoradas pelo proprio contexto “de negoécios”. As unidades
destacam que “Plataformas focadas exclusivamente em carreira e emprego ... néo

devem ser sujeitas as mesmas regras de redes de entretenimento”.

Ha uma énfase no impacto negativo que barreiras de entrada poderiam ter sobre
a demografia de jovens em inicio de carreira, com a alegacao de que “Adolescentes
a partir de 14 ou 16 anos usam essas redes para buscar trabalho. A verificagao
rigorosa pode ser um obstaculo a sua insergdo profissional”. A natureza das
interagdes € utilizada para afastar a presungédo de risco, argumentando-se que o

ambiente possui um “tratamento regulatério diferenciado e mais brando” devido ao
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baixo risco de praticas predatérias como grooming em ambientes corporativos

transparentes.
3.2.4 Terminologia e conceitos-chave

A anadlise transversal do Iéxico in vivo nesta categoria revela uma disputa
semantica que opde a gramatica da “proporcionalidade” e da “matriz de risco” ao
vocabulario da universalidade, frequentemente rejeitado sob o anglicismo “one-size-
fits-all’. Os participantes estruturam seus argumentos mobilizando uma taxonomia
técnica que diferencia o “risco sistémico” do “risco pontual”’. O termo “tiers” (niveis)
emerge nativamente como a solugao estrutural para essa diferenciagdo, onde se
busca evitar que a regulagdo crie “barreiras indevidas” ou “‘custo de
conformidade” que inviabilizem a “inovacado” de “pequenos desenvolvedores” e
do “Fediverso”. A terminologia utilizada para descrever o objeto da regulacéo transita
entre o juridico e o arquitetural: enquanto o setor privado foca em “funcionalidades
restritas” e “conteudo manifestamente de alto risco” (limitado
a “pornografia” e “ilegalidade”), a sociedade civii e a academia introduzem o
vocabulario do design comportamental, citando “algoritmos viciantes”, “feed

infinito”, “dark patterns”, “economia da atencao” e “mecanismos de gacha” ou “loot

boxes”.

A definicdo de periculosidade € operada através do conceito dos “4
Cs” (“Conteudo”, “Contato”, “Conduta” e “Contrato”), que serve como Iléxico
fundamental para classificar o que constitui um ambiente de “alto risco”. O
termo “grooming” e “sexting” aparecem como descritores especificos das ameacgas de
interacao, frequentemente contrastados com ambientes que possuem “curadoria
editorial” ou “interagdo monitorada”. No debate sobre a sujeigdo passiva a norma, o
termo “gatekeepers” é apropriado nativamente do vocabulario antitruste para designar
as grandes empresas de tecnologia posicionadas como o0s unicos atores com
capacidade de “devida diligéncia” sem gerar “friccao” excessiva. Em oposigao, termos

como “ponto unico de falha” e “rastreavel” denotam o medo da vigilancia centralizada.

Para justificar exclusées, o Iéxico se torna utilitario e tecnocratico: o setor
financeiro mobiliza a sigla KYC (“Know Your Customer’) e o termo “risco

transacional” para se diferenciar do “risco social” ou “comportamental”’. O setor de
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midia utiliza a distingdo entre UGC (“User Generated Content” ou Conteudo Gerado
pelo Usuario) e “conteudo editorialmente controlado”. Ja no ambito profissional,
a “empregabilidade” e a “insergao profissional” funcionam como palavras-chave para
re-significar o acesso a plataforma ndo como entretenimento, mas como necessidade
econdmica, afastando a terminologia de “vicio” ou “dano psiquico” associada as redes
sociais. A distingdo semantica final reside na dicotomia entre “conteudo nocivo” (que
exige moderagao) e “conteudo proibido” (que exige barreira), demonstrando que o
debate regulatorio envolve também a definigdo dos termos que delimitam a arquitetura

da internet.

A Figura 2 representa o mapeamento polar dos Conceitos, uma representagao

alternativa que organiza o vocabulario em quatro quadrantes de sentido (Polos) que

estruturam o debate.
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Figura 2: Posi¢6es sobre o Escopo da Regulagao

Mapeamento Polar des Conceitos: Escopo e ModulagBoe (Vocabulario In Viva)

Fonte: produgao prépria

As linhas tracejadas em vermelho indicam as tensdes dialéticas: como a
“Proporcionalidade” surge para combater o “one-size-fits-all’, e como o conceito de

“conteudo nocivo” (vermelho) desafia a limitagdo ao “conteudo proibido” (Azul).
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Quadro Comparativo: Posi¢6es sobre Escopo e modulagao setorial (ESCO)

BLOCO 3:
DIMENSAO BLOCO 1: SETOR BLOCO 2: SOCIEDADE CONTRIBUINTES COM
ANALITICA PRIVADO E CIVIL E ACADEMIA ENFASE EM
PLATAFORMAS PRIVACIDADE E
SOBERANIA
Risco funcional e
setorial. O risco é|,. PP Risco associado a
\ Risco estrutural e sistémico.|| .~ ~ .
associado al|~ - - ; propria solugdo. O risco
. : O risco é associado ao modelo o
funcionalidades e central ndo é apenas o
oo ) de negécio baseado em .
especificas (ex: compra, . . conteudo ou o contato, mas
s . engajamento, ao design de ;
Definicdo doj|chat aberto) ou conteudos||. > . “lla arquitetura de dados
. . . . ... |linterface  (rolagem infinita,|| _ . ~
risco ilegais. Servigos utilitarios e N : criada pela solucdo de
notificacdes) e a arquitetura P ~
(bancos, emprego) ou o verificagdo. Preocupagéo
R ~ _|lalgoritmica. Adota-se a s
editoriais sao0||,. . " " ., com centralizagcdo de
. tipologia dos "4Cs" (Conteudo, ;
caracterizados como de dados e potencial uso

menor  risco  ou
regulagao prépria.

com

Contato, Conduta, Contrato).

indevido da infraestrutura.

Demanda de
escopo

restrita e
proporcional. Foco em
conteudos legalmente
proibidos ou de alto risco.
Defesa de tratamento
diferenciado para setores
ja regulados
(Financeiro/KYC, Editorial,
Profissional).

Aplicagéao

Aplicagao ampliada ao risco
estrutural. A regulagdo deve
abranger ambientes de
interacdo social e design de
engajamento intensivo,
independentemente de o
conteudo ser criminalizado.
Questionamento da distingao
rigida entre conteudo positivo
e negativo em redes abertas.

Inclusdo da fiscalizagao
dos mecanismos. O
escopo da regulagédo deve
incluir a fiscalizagdo dos
préprios  sistemas de
verificacdo, para evitar que
se tornem vetores de coleta
excessiva de dados.

Argumento
central

Conformidade prévia e
viabilidade econdémica.
Argumentos de que
setores ja cumprem regras
proprias (KYC,
classificagdo indicativa);
de que exigéncias
uniformes oneram
pequenos agentes; de que
a regulagéo deve distinguir
entre tipos de servigo.

Protecao integral e
precaucao. Argumentos de
que o design de engajamento
expde criangas a riscos; de
que conteludos de diferentes
naturezas coexistem nas
mesmas plataformas; de que a
curadoria algoritmica amplifica
€exposi¢ao a riscos.

Soberania e privacidade.
Argumentos de que a
centralizacéo excessiva
cria riscos de vigilancia; de
que a delegacéo a grandes
plataformas gera
dependéncia tecnoldgica;
de que ha risco de ponto
unico de falha (single point
of failure).

Posicao
sobre
grandes
plataformas

Eficiéncia de mercado.
Defesa de que a
verificacdo seja
centralizada em Lojas de
Apps/Sistemas
Operacionais, o]
reduziria  custos
desenvolvedores
menores. Argumento de
que isso evita redundancia

que
para

de coleta de dados.

Responsabilidade
proporcional ao poder.
Defesa de que plataformas
com maior controle da
arquitetura e maior
capacidade econ6mica devem
ter obrigacbes mais rigorosas
(duty of care) e
responsabilidade
proporcional.

Questionamento da
centralizagado. Oposicao a
delegacéo da verificagao a
um unico agente
centralizado (seja
plataforma privada ou
infraestrutura estatal),
alertando para riscos de
vigilancia e dependéncia.
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A leitura horizontal deste quadro demonstra que o debate sobre o escopo n&o é

apenas técnico, mas ontolégico:

* Para o Bloco 1, a internet € um conjunto de servigos distintos (um banco
€ diferente de um TikTok), e a regulacdo deve respeitar essas fronteiras

funcionais para n&o colapsar a economia digital.

* Para o Bloco 2, a internet de consumo € um ecossistema de captura de
atencdo, onde o risco € transversal e invisivel (algoritmos), exigindo uma

regulagédo que perpasse as defini¢des funcionais de “servigo”.

* O Bloco 3 atua como uma “consciéncia critica” lateral, alertando que a
solugao proposta pelos dois primeiros blocos (verificagao de idade) pode criar
um problema (vigilancia), rompendo com a polarizagao binaria “Mercado

vs. Protecao” ao introduzir o eixo “Liberdade Civil”

3.3 Eixo 3: Arquitetura da Implementacao (ARQ)

3.3.1 Visao geral e definicao do eixo

O eixo de Arquitetura da Implementagdo (ARQ) sintetiza as disputas sobre o
local e a frequéncia da verificagao de idade, polarizada entre a defesa da centralizagao
em lojas de aplicativos e sistemas operacionais, com posi¢cdes divergentes entre a
defesa da centralizagdo em lojas de aplicativos, proposta por plataformas digitais com
argumentos de eficiéncia e minimizacdo de dados, e a posi¢cao de fabricantes de
dispositivos e organizagdes da sociedade civil. O debate estende-se a temporalidade
da validagao, opondo o modelo de cadastro unico a exigéncia de verificagdes a cada
acesso para servicos de alto risco, e aborda a distribuicido de responsabilidades na
cadeia técnica, onde terminologias como “sinais de idade” e “perfis multiusuario” séo

mobilizadas para definir os limites da obrigacdo de cada agente no ecossistema

digital.
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3.3.2 Frequéncia e relevancia dos temas

A distribuicao de frequéncia deste eixo indica uma concentragcao preponderante
de argumentos sobre a definicdo do locus de implementagado da verificagcdo, com o
cédigo ARQ_LOJA_APPS (28) representando a maior parcela das unidades de
conteudo deste tema, focada na centralizacdo do controle nos niveis de sistema
operacional e lojas de aplicativos. Em segundo plano, observa-se a discussao sobre
a temporalidade e recorréncia da validacéo, polarizada entre as meng¢des a exigéncia
de checagem a cada interacédo (ARQ_CADA_ACESSO, 20) e a defesa de validagdes
unicas no momento do registro (ARQ_CADASTRO_UNICO, 13). As limitacdes
técnicas impostas pelo compartihamento de hardware aparecem no
cédigo ARQ_DISPOSITIVO_PART (11), enquanto a atribuicdo de deveres na ponta
final da cadeia €é abordada pelos cdédigos ARQ_APP_LEVEL (10)
e ARQ_CADEIA_RESP (9), que somados tratam da responsabilidade de aplica¢des

individuais e outros agentes da cadeia de valor.

\ cODIGO |[FREQUENCIA|| DESCRIGAO BREVE |
Argumentos de que a verificagcdo deveria ocorrer no nivel
ARQ_LOJA_APPS 28 da Loja de Aplicativos ou do Sistema Operacional,

centralizando o controle na camada de infraestrutura.

Discussbes sobre a exigéncia de verificagdo "a cada

ARQ_CADA_ACESSO 20 i . . .
- - acesso", especialmente para servigos de alto risco.

Argumentos favoraveis a verificagdo Uunica no momento

ARQ_CADASTRO_UNICO 13 do cadastro, sem necessidade de revalidagao posterior.

Discussdes sobre o desafio dos dispositivos
ARQ_DISPOSITIVO_PART 11 compartilhados por multiplos usuarios (ex: familias), que
dificultam a verificagdo baseada em conta Unica.

Argumentos de que a verificagcdo deveria ocorrer no nivel
ARQ_APP_LEVEL 10 da aplicagéo ou site, permitindo controle contextual pelo
desenvolvedor.

Discussoes sobre a distribuicdo de responsabilidades na
ARQ_CADEIA RESP 9 cadeia de valor digital (desenvolvedores, plataformas,
lojas de aplicativos, anunciantes).

TOTAL | 91 [
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3.3.3 Principais argumentos

A. Centralizagao na Loja de Apps

A arquitetura que delega a aferi¢ao de idade as Lojas de Aplicativos (App Stores)
e Sistemas Operacionais (SO) emerge como o ponto de maior tensdo discursiva,
revelando uma clivagem clara entre as grandes plataformas de redes
sociais/aplicativos e as organizagbes da sociedade civil. O argumento central,
apresentado por plataformas como a Meta, posiciona esta arquitetura como a “52
Geragao” de solugdes, cintando o Radar Tecnoldgico, onde a eficiéncia e a
privacidade convergem. A Meta argumenta que essa centralizagdo “ajuda a reduzir a
proliferacdo de superficies de processamento de dados pessoais”, defendendo que
“pais e responsaveis s6 precisam verificar a idade do filho uma vez, no nivel do
dispositivo ou da loja de aplicativos, eliminando a necessidade de verificagdes de
idade repetidas vezes em varios aplicativos”. Esta posicao € corroborada pelo Match
Group (Tinder), que sustenta que “as lojas de aplicativos estdo bem posicionadas para
melhorar substancialmente a seguranga online por meio da restricdo de idade no nivel
da loja de aplicativos.”, sugerindo que tal modelo “reduz significativamente a
necessidade de processamento extensivo de dados, minimizando as invasdes de

privacidade”.

Contudo, essa transferéncia de responsabilidade é contestada por atores que
apontam falhas estruturais na cobertura desse modelo. APROTESTE argumenta que
limitar a afericdo as lojas € insuficiente pois “criangas e adolescentes acessam
servigos por diferentes vias, incluindo aplicativos pré-instalados, Smart TVs, consoles,
dispositivos compartilhados e fluxos alternativos de acesso que nado passam pelo
controle direto das lojas oficiais”. A organizagéo alerta que tal arquitetura “deixa em
posicdo secundaria justamente os ambientes onde se encontram os maiores riscos
psicossociais [...] como plataformas de interagcao social”. O Instituto Alana reforga
essa limitacao técnica, notando que “nos meétodos baseados no dispositivo, a
verificagdo ocorre no préprio equipamento [...] sem transmisséo direta de dados a
terceiros”, o que, embora preserve privacidade, pode ser ineficaz se ndao houver

comunicagao robusta com a ponta da aplicagao.
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Ha ainda uma resisténcia técnica por parte dos proprios fabricantes de
dispositivos e marketplaces. A Roku, por exemplo, traz a experiéncia internacional
para afirmar que “n&o ha viabilidade conceitual em exigir que os sistemas operacionais
realizem a afericdo de idade”. A Samsung complementa essa visdo ao argumentar
que “seria demasiadamente custoso exigir que as lojas de aplicativos fossem as
responsaveis por aferir a idade, considerando que cada produto ou servigo possuem
conteudos e publicos diversos”. A Microsoft adota uma postura intermediaria de
minimizagcdo, recomendando que “sistemas operacionais ndo sejam obrigados a
coletar dados de categoria de idade além dos seguintes grupos: menores de 13, 13-
15, 16-17 e maiores de 18”, e que “a loja ndao deve ser obrigada a realizar verificagao
de idade adicional”. Por fim, o Instituto Teckids oferece uma critica a governanca
desse modelo, afirmando que, embora centralizado, ele é “arriscado como solugéo

principal [...] incompativel com o principio de governancga e protecao integral”.
B. Descentralizagao no nivel do app

Em contraste direto com a centralizagdo nas lojas, ha um argumentos que
defendem a verificagao realizada pela propria aplicagao ou site, baseada na premissa
de que apenas a aplicagao conhece o contexto do risco. A Samsung é taxativa ao
defender que “é fundamental que ela ocorra dentro nos aplicativos [...] pois garante
que o método de afericao de idade esteja adequado ao tipo de conteudo do aplicativo,
seu publico-alvo e sua finalidade”. A empresa argumenta que as lojas de aplicativos
sao insuficientes pois, “ainda que elas realizem a afericido de idade, compras e

servigos dentro do aplicativo e anuncios podem expor criangas”.

A Apple, embora controladora de uma loja, posiciona sua solugéo Declared Age
Range APIcomo uma ferramenta para empoderar o desenvolvedor, e ndo para
substitui-lo, explicando que “permite que o aplicativo receba a faixa etaria da criancga
sem compartilhar sua data de nascimento”, mantendo a logica de que os
desenvolvedores usam esses sinais para “oferecer experiéncias de aplicativos
adequadas”. O Instituto Alana observa que os métodos baseados na aplicagao
permitem “recorrer a técnicas como analise comportamental, autenticagao federada”,
sendo relevantes para definir “o grau de autonomia do usuario”. ITS Rio pondera os

prés e contras, notando que “no nivel do aplicativo, por exemplo, a verificagao tende
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a ser mais contextualizada e ajustavel, mas também mais vulneravel a autodeclaragao

fraudulenta”.
C. O Problema do dispositivo compartilhado

A realidade socioeconémica brasileira impde uma barreira critica as solugdes
baseadas em dispositivo: o compartiihamento de aparelhos. A Yoti traz dados
contundentes ao debate, afirmando que “no Brasil, onde cerca de 41% dos domicilios
de baixa renda compartilham um unico smartphone [...] as configura¢gdes no nivel do
dispositivo, por si so, sao insuficientes. A empresa explica que confiar apenas no
dispositivo” correm o risco de bloquear o acesso legitimo de adultos ou permitir que
criangas contornem as medidas de seguranca em dispositivos compartilhados.”. O
Instituto Alana endossa essa preocupacido, notando que a pratica familiar de
compartilhamento “complica a verificagcdo no dispositivo ou sistema operacional, pois

os modelos profundos na stack arriscam alienar usuarios”.

As solucbes propostas para este desafio variam entre perfis de usuario e
autenticagdes locais. O Match Group sugere que a verificagdo em dispositivos
partiihados “pode ser alcangada implementando perfis multiusuario com restricées
personalizadas baseadas na idade, adaptadas a cada usuario”. A Associagao
Brasileira de Anunciantes (ABA) recomenda a adogéo de “configuragdes padrao em
‘modo infantil’ ou ‘modo seguro’, ativadas localmente e desativaveis tdo somente
mediante PIN ou senha do responsavel”. O IDEC propde uma abordagem combinada,
onde dispositivos devem oferecer “ferramentas de protecao que ndo exponham dados
de adultos (e.g. senhas especificas para aplicativos, perfis restritos)”. Ja o FNPETI é
categorico ao afirmar que, dado este cenario, “uma autenticagao realizada no nivel do
aparelho é insuficiente para garantir quem esta de fato utilizando o servico em cada

sessao’.
D. Verificagao a cada acesso

Ha um consenso quase absoluto no setor privado contra a interpretacao literal
da exigéncia de verificagao “a cada acesso” (Art. 9°, §1°), classificada como inviavel e
prejudicial a experiéncia do usuario, enquanto a sociedade civil defende sua aplicagao
estrita apenas para contextos de altissimo risco. A Federagao do Comeércio de Bens,

Servigos e Turismo de SP resume a preocupacao econdmica, alertando que tal
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medida “implicaria elevados investimentos em infraestrutura, aumento do tempo de
resposta das plataformas, maior friccdo para o usuario e potencial redugcdo da
usabilidade”. A Samsung refor¢a que isso geraria “aumento da possibilidade de burla
do mecanismo [...] prejudicando a experiéncia no ambiente digital”. A BRASSCOM
expande o argumento para a esfera juridica, notando que “exigir verificagao de idade
continua em cada ponto de acesso e para cada sessao [...] ndo encontra precedentes

em outras jurisdigdes”.

Em contrapartida, atores focados na protecédo da infancia defendem a medida,
mas com escopo cirurgico. A ABERT esclarece que a verificagdo a cada acesso é
mandatoria “quando o usuario tenta acessar conteudos ou servigos cujo consumo por
menores € proibido por lei, como material pornografico”, argumentando que “somente
ela garante que a restricdo legal seja cumprida”. O Instituto Alana concorda,
especificando que a regra é aplicavel a “websites de apostas, pornografia, compras

de produtos restritos, onde a exposicdo [...] pode resultar em danos imediatos”.

Uma solugdo intermediaria, baseada em “momentos reais de interacédo”, &
proposta pela PROTESTE e pela Yoti. APROTESTE sugere que a aferigdo ocorra em
gatilhos como “criagdo de conta; primeiro acesso; ativacdo de funcionalidades
sensiveis”. A Yoti corrobora tecnicamente essa visao, afirmando que “é légico que a
verificacao de idade seja realizada no momento da interacao, ou seja, no cadastro ou
imediatamente antes do acesso a um recurso com restricdo de idade.”. O Forum
Nacional de Prevencado e Erradicagdo do Trabalho Infantil (FNPETI) introduz uma
nuance técnica importante para justificar a recorréncia: “um passkey serve como um
meétodo de autenticagdo seguro para a sessdo, e mantém-se a necessidade de uma

nova verificacdo de idade a cada acesso a um conteudo de alto risco”.
E. Verificagao unica no cadastro

Este codigo agrupa a defesa da eficiéncia e da minimizagcao de dados através
de uma verificagao robusta realizada uma unica vez, no momento da criagao da conta.
A Meta é uma defensora vocal deste modelo, argumentando que a estrutura do ECA
Digital deve permitir que “os usuarios passem pelo processo de verificagdo de idade
uma unica vez com um provedor confiavel”’, o que “elimina a necessidade de jovens e

suas familias enviarem repetidamente documentagdo sensivel’. A eSapiens
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concorda, postulando que “a afericdo de idade vinculada ao login deve ser
considerada método eficiente e suficiente [...] dispensando a necessidade de nova

verificacdo em abertura de sessao”.

A Federagcdo do Comércio de SP estabelece uma distingdo operacional,
afirmando que “em regra, a verificagdo tende a ser mais adequada no momento da
criacdo de conta”, embora admita excegdes para lojas de aplicagdes. A Family Talks
reforca a eficacia deste momento, notando que “ao exigir a verificagao etaria no
processo de criagdo de contas, a plataforma [...] impde um filtro significativo”. A
AMOBITEC adiciona que a reutilizagao dessa aferigédo, “como por meio de age tokens,
mostra-se muito pertinente, especialmente porque torna desnecessario o

processamento excessivo de dados pessoais sensiveis”.
F. Complexidade da cadeia de responsabilidade

O dultimo cédigo aborda a governanga sistémica da verificagdo, rejeitando a
atribuicdo de responsabilidade a um unico elo. O Instituto Alana propde o uso de “sinal
de idade (age signal) como um mecanismo complementar, especialmente em
arquiteturas distribuidas”, onde a validagdo gera apenas um sinal criptografico. A
PROTESTE critica a atual estrutura legal que, segundo sua analise, “estabelece
deveres especificos quase exclusivamente para sistemas operacionais e lojas de
aplicativos”, argumentando que a protegao “ndo pode depender exclusivamente da

atuacao dos controladores da porta de entrada tecnologica”.

A visao de responsabilidade compartilhada é ecoada pelo setor privado. O Match
Group afirma que “a responsabilidade pela verificagdo de idade deve ser
compartilhada [...] entre desenvolvedores de protocolo, desenvolvedores de
aplicativos e provedores de infraestrutura®. A Camara Brasileira da Economia Digital
reforca que “em arquiteturas descentralizadas ou federadas, a responsabilidade pela
afericdo de idade deve ser distribuida conforme o papel técnico e juridico”. A
PROTESTE conclui que servigos de alto risco, como redes sociais e Video on Demand
(VOD), “devem assumir parcela proporcional da responsabilidade, seja por meio de

mecanismos proprios ou pela integragao a solugdes interoperaveis”.
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3.3.4 Terminologia e conceitos-chave

O vocabulario utilizado pelos participantes revela diferentes enquadramentos
técnicos. A expressao “Nivel da Loja” (Store Level) é utilizada por plataformas de
conteudo para descrever uma solugdo que centraliza a verificagdo na camada de
infraestrutura. A Apple introduz o termo “Sinais de Idade”(Age Signals) associado a
sua ‘Declared Age Range API', caracterizando a informag&o transmitida como

indicativa e ndo deterministica.

Do lado da descentralizagdo, a Samsung utiliza o termo “Contexto do Aplicativo”
para argumentar que a verificagcdo deve ocorrer onde ha conhecimento especifico

sobre o risco do conteudo.

A expressao 'Dispositivos Compartilhados' emerge como conceito relevante
trazido por organizagdes da sociedade civil e contribuintes da academia, questionando
a premissa de correspondéncia entre usuario e conta uUnica que fundamenta

arquiteturas de identidade digital.

A Figura 3 representa a visualizagdo de dados gerada a partir da analise

quantitativa do vocabulario identificado na interpretagao qualitativa.
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Figura 3: Temas dos principais atores sobre arquitetura

Distribuicdo do Vocabulario "In Vivo" por Ator (ARQ)
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Termos / Conceitos-Chave

Fonte: produgao prépria

Esta matriz de calor demonstra empiricamente a dissidéncia discursiva
mapeada, mostrando como cada ator “carrega’ nos termos que sustentam sua

arquitetura de poder preferida.

Quadro Comparativo: Posigoes sobre Arquitetura de Implementagcao (ARQ)

GRUPODE || ARQUITETURA POSICAO SOBRE
CONTRIBUINTES || PREFERIDA || ARGUMENTO CENTRAL RESPONSABILIDADE

Argumentam que a
centralizagao é mais||Defendem que a verificagéo seja
eficiente e segura, evitando||realizada pela camada de

Provedores de Centralizada na |ffragmentagdo de dados.|infraestrutura (lojas de
Aplicagao de Loja/Sistema Para aplicagbes com riscos|aplicativos, sistemas
Conteudo Operacional de interacdo pessoal,||joperacionais), com a aplicacao

destacam a importancia de||consumindo o sinal de idade ja
verificacdo  por agente|lvalidado.
externo a plataforma.

Argumentam que o Sistema

Operacional nao possuif|Defendem que a
contexto sobre o conteudo||responsabilidade pela
Fabricantes de Descentralizada ||especifico de cada||verificagdo recaia sobre a
Hardware e no nivel da aplicacdo. Uma regrallaplicagdo que oferece o
Infraestrutura Aplicagao uniforme na loja poderia ser||contetdo, cabendo ao hardware

excessivamente restritival|apenas fornece recursos
para alguns casos ou|técnicos neutros.
insuficiente para outros.
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GRUPO DE ARQUITETURA POSICAO SOBRE
CONTRIBUINTES | PREFERIDA | ARGUMENTO CENTRAL | pEspoNSABILIDADE
Argumentam que podem
for%ecer ?‘erranﬁentas Defendem modelo em que o
técnicas (APIs de sinal de sistema operacional fornece
Provedores de Hibrida / idade) sem assumir papel meios técnicos, mas a decisédo
Sistema Ferramentas o _ Papel) o aplicacao e a
. . . de verificador universal. i
Operacional opcionais Enfatizam a minimizago responsabilidade pelo resultado
de dados como principio germanelcer; d clc_)m ~ °
orientador. esenvolvedor da aplicagao.
Argumentam que a
arquitetura técnica deve
refletir a realidade de uso Def ificacs
o (dispositivos efendem que a verificagdo
. - Verificagao : ocorra em momentos-chave de
Sociedade Civil e compartilhados por . :
. recorrente / Por e .. . |lacesso a conteudo de risco,
Academia = familias). A verificagéo X -
sessao Unica no cadastro  n&o garantindo que o usuario atual
protege quando multiplos seja, de fato, o titular autorizado.
usuarios acessam o]
mesmo dispositivo.

3.4 Eixo 4: Solugdoes Técnicas e Métodos (TECH)

3.4.1 Visao geral e definigdo do eixo

O Eixo de SOLUCOES TECNICAS E METODOS (TECH) consolida o debate
sobre as ferramentas de implementacdo da verificacdo, polarizado entre modelos
baseados em tratamento de dados biométricos, infraestrutura estatal e protocolos
criptograficos. Os participantes divergem sobre a natureza da estimativa facial,
definida por fornecedores e plataformas como inferéncia estatistica anénima distinta
da identificagdo, enquanto organiza¢des da sociedade civil a classificam como coleta
de dados sensiveis que exige exclusao imediata. A verificagdo documental é descrita
como método acessivel no contexto nacional, porém associada a riscos de seguranga
no armazenamento, o que fundamenta a defesa do uso de bases governamentais
(Gov.br) para centralizar a custédia e eximir empresas de responsabilidade. Em
contrapartida, ZKPs sao apontadas como técnica de minimizagdo de dados, embora
o setor produtivo alegue inviabilidade econ6mica para sua adogcdo massiva. As
grandes plataformas tecnoldgicas propdéem o uso de inferéncia comportamental via
Inteligéncia Artificial e controles parentais no nivel do sistema operacional,
abordagens contestadas por outros atores devido a necessidade de monitoramento
continuo da atividade do usuario e a presuncgao de letramento digital familiar, restando

a autodeclaragdo, ao uso de dados financeiros e a validacdo por terceiros
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independentes o papel de alternativas para contextos de menor risco ou servigos

transacionais.
3.4.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia do eixo de Solugdes Técnicas (TECH) evidencia
uma divisdo equitativa no topo da hierarquia tematica, com os
coédigos TECH_ESTIMATIVA_FACIAL e TECH_ZKP_TOKEN registrando 0 mesmo
numero maximo de ocorréncias (21 unidades cada), o que indica um equilibrio entre
a discussdo sobre métodos de analise biométrica e a proposi¢cao de tecnologias de
preservagdo de privacidade via criptografia. Logo em seguida, o
coédigo TECH_GOV _INFRA (17) consolida o uso de infraestruturas estatais como a
terceira via predominante de implementacdo. Em um nivel intermediario de relevancia,
observam-se as abordagens de inferéncia comportamental (TECH_INFERENCIA_IA,
11) e verificagdo documental tradicional (TECH_DOC _OFICIAL, 10), enquanto os
métodos baseados em delegacao de controle (TECH_CONTROLE PARENTAL,7) e
autodeclaragdo (TECH_AUTODEC VALIDA, 6) ocupam posi¢cdes secundarias. As
solucbes setoriais especificas, como o wuso de dados bancarios
(TECH_DADO _BANCARIO, 3) e validadores externos
(TECH_TERCEIRO_VALIDADOR, 2), representam a parcela residual da amostra.

| CcODIGO |[FREQUENCIA| DESCRIGAO BREVE

TECH ESTIMATIVA FACIAL 21 Dlscqssogs sob_re biometria, lr.econhe_mmento facial
- - e estimativa de idade por analise de imagem.

Discussdes sobre tecnologias de preservagdo de
TECH ZKP TOKEN 21 privacidade (Prova de Conhecimento .Ze.ro — Zero

— - Knowledge Proof), tokens anonimizados e
credenciais verificaveis.

Discussdbes sobre uso de bases de dados

governamentais (Gov.br, SERPRO, Receita
TECH_GOV_INFRA 17 Federal) como fonte de validacdo de identidade e

idade.

Discussbes sobre analise comportamental,
TECH_INFERENCIA_IA 11 histérico de navegagéao e inferéncia algoritmica de

idade por inteligéncia artificial.

Discussdes  sobre  verificagdo  documental
TECH_DOC_OFICIAL 10 tradicional (envio de RG, CNH ou Passaporte).
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| CODIGO |[FREQUENCIA|| DESCRIGAO BREVE |

Discussdes sobre ferramentas que delegam a
TECH_CONTROLE_PARENTAL 7 validagdo aos pais ou responsaveis (vinculo de
contas, aprovacgao de downloads).

Discussdes sobre autodeclaragcdo de idade,
incluindo argumentos favoraveis e contrarios,
frequentemente proposta como camada inicial em
modelos escalonados.

TECH_AUTODEC_VALIDA 6

Discussodes sobre uso de informagdes bancarias ou
TECH_DADO_BANCARIO 3 de cartdo de crédito (Open Banking) para verificar
maioridade civil.

Discussdes sobre recurso a birés de crédito,
TECH_TERCEIRO_VALIDADOR 2 empresas de verificagcdo de identidade (/D Techs)
ou validadores privados externos.

ITOTAL | 98 | |

3.4.3 Principais argumentos
A. Estimativa facial

Os dados indicam uma batalha discursiva fundamental sobre a natureza da
estimativa facial. Os fornecedores de tecnologia e plataformas argumentam que a
estimativa facial ndo constitui identificacdo pessoal, caracterizando-a como dado de
entrada para calculo estatistico que ndo € armazenado. A Yoti é a protagonista desta
construgéo, apresentando a definicdo técnica de que sua ferramenta realiza a “analise
de uma imagem para inferir a idade sem identificar ou reconhecer qualquer individuo”.
Ao enfatizar que o sistema “apaga imediatamente a imagem assim que a idade é
estimada”, a empresa busca neutralizar o temor do armazenamento biométrico,
argumentando que o dado deixa de existir quando a fung¢do é cumprida. Para a Yoti,
assim como os demais provedores de tecnologias de afericdo de idade, essa
tecnologia nao é vigilancia, mas sim inclusao, pois “oferece uma opg¢ao inclusiva para
pessoas que nao possuem documento de identidade.”, posicionando a face como o

“documento dos desdocumentados”.

A eSapiens e o Match Group (Tinder) aderem a essa narrativa, enquadrando
a “biometria regulada” como uma das solugbes mais promissoras para “equilibrar
precisao e privacidade”. O Match Group vai além, sugerindo que a estimativa facial
elimina a necessidade de documentos sensiveis, reduzindo o risco de vazamento de

dados (honeypots). A Roblox traz uma aplicacado pratica que transcende o acesso,
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utilizando a estimativa para “garantir experiéncias apropriadas” e limitar interagoes,
argumentando que a tecnologia ja opera como moderadora de convivéncia em sua

plataforma, ndo apenas porteira.

Em contrapartida, o Instituto Alana e a AMOBITEC recusam a higienizagéo
semantica do termo. Para o Alana, independentemente de se chamar “estimativa” ou
‘reconhecimento”, trata-se de “método altamente invasivo” que coleta dados
biolégicos unicos de criangas. O Instituto impde condi¢cdes estritas para sua
aceitabilidade, exigindo garantias de que a imagem “nao seja usada para treinar o
algoritmo” e que haja o “expurgo imediato”. A AMOBITEC refor¢ga que, devido a sua
intrusividade, este método deve ser “restrito a casos de alto risco”, rejeitando sua

banalizagdo como padrdo de acesso para a internet como um todo.
B. Infraestrutura governamental

A infraestrutura estatal emerge como opgéo nas contribuigdes, com diferentes
argumentos favoraveis a sua adog¢do. A Family Talks, por exemplo, defende
pragmaticamente a integragdo com o ‘login Gov.br’, argumentando que se
deve “aproveitar a base ja existente” da Identificagao Civil Nacional (ICN) para evitar
a duplicidade de esforgos e custos. A logica aqui é de eficiéncia operacional: por que

criar sistemas se o Estado ja validou a identidade de milhdes?

O Match Group (Tinder) apoia essa via por uma razao juridica defensiva. Ao
afirmar que a verificagdo “devem ser centralizadas em bancos de dados seguros e
gerenciados pelo governo”, a empresa busca transferir para o Estado o 6nus da
custédia de dados sensiveis. Se o governo valida, a plataforma se exime da
responsabilidade de armazenar documentos. Contudo, essa dependéncia da
infraestrutura  estatal & vista com reserva por outros  atores,
como Zetta e BRASSCOM, que (conforme explorado no eixo RISC) temem que a
centralizagdo em plataformas como Gov.br crie um “ponto Unico de falha” e facilite a

vigilancia, defendendo que o Estado deve ser uma opgdo, ndo o monopdlio da

verificagao.
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C. Prova de conhecimento zero e tokens

Existe uma tens&o entre o ideal ético da criptografia e a realidade material do
mercado brasileiro. Diversas associagbes da sociedade civil, sendo o principal
representante o Instituto Alana, consideram as provas de conhecimento zero (zero-
knowledge proofs - ZKP) como o “padrdo ouro para verificagdo de atributos”. A
construgéo de sentido aqui € baseada na minimizagdo absoluta, ja que a tecnologia
permite provar “que a pessoa possui determinado atributo (ser maior de 18 anos) sem
revelar a identidade”. A BRASSCOM reconhece teoricamente essa superioridade,
admitindo que “solugdes como tokens verificaveis... garantem anonimato seletivo”, o

que resolveria o paradoxo privacidade/segurancga.

No entanto, a propria BRASSCOM analisa sua aplicabilidade pratica,
introduzindo o argumento da inviabilidade econdmica. A associagao alerta que “tais
tecnologias ainda sao inacessiveis para muitas empresas brasileiras”, especialmente
Pequenas e Médias Empresas (PMEs), sugerindo que impor o “padrao ouro” geraria
exclusdao de mercado. A Strima tenta preencher essa lacuna entre o ideal e o real
propondo a adog¢ao da norma “ISO/IEC 27566” como roteiro de implementacéo,
argumentando que a padronizagao internacional pode baixar o custo de entrada.
A Intervozes alinha-se a defesa dos tokens como ferramenta de “autodeterminacao
informativa”, vendo na criptografia uma forma de devolver o controle do dado ao

usuario, contrastando com o modelo de custdédia das plataformas.
D. Autodeclaragao validada

A autodeclaracao, frequentemente tratada como ineficaz, como anteriormente
identificado, é defendida vigorosamente pela Roku e pela Camara-e.net como uma
camada necessaria de usabilidade. A Roku argumenta que, para uma TV na sala, a
autodeclaragao € uma solugéo de “baixo impacto” que permite configurar o ambiente
sem friccdo excessiva. A PROTESTE concorda, mas com ressalvas: ela serve

para “contextos de baixo risco”.

A inovagao proposta pela Camara Brasileira da Economia Digital € o conceito
de “autodeclaragdo assistida” ou “validada”. Nao se trata apenas de perguntar a
idade, mas de cruzar essa declaragao com “sinais de inconsisténcia”. Se o usuario diz

ter 18 anos mas consome conteudo infantil ou usa vocabulario infantil, o sistema
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detecta a anomalia. E uma tentativa de salvar a autodeclarago através da inteligéncia

de dados.
E. Inferéncia por IA

A inferéncia por IA é apresentada pela Meta como a alternativa “sem atrito” e
“sem documento”. A empresa detalha o uso de “tecnologia de analise de texto no
Instagram” e “predicao de idade, alimentada por IA”, construindo a idade ndo como
um dado bioldégico ou documental, mas como um padrao de comportamento digital.
A Federagao do Comércio de SP endossa essa abordagem, sugerindo a “analise de
consisténcia do comportamento” como forma de validar autodeclaracbes sem exigir
upload de RG.

O contra-argumento, articulado principalmente pela sociedade civil
como Instituto Alanae FNPETI, é que essa solugdo técnica €, na verdade, “um
problema de privacidade amplificado”, ja que “para inferir a idade pelo comportamento,
a plataforma precisa monitorartudoo que o wusuario faz, diz e clica.”
O FNPETI denuncia que esse modelo “opera por meio de uma vigilancia continua”,
criando um “perfilamento” que ¢ ilegal perante o ECA. Assim, o que a Meta vende
como “menos intrusivo” (porque néo pede foto), a sociedade civil classifica como “mais

invasivo” (porque vigia a conduta).
F. Documentos oficiais

A verificagdo documental € o campo onde a desigualdade social brasileira se
torna argumento técnico. A Samsung, por exemplo, defende o uso de documentos
oficiais cruzados com bases publicas (como a Receita Federal) ndo apenas por
seguranga, mas por “acessibilidade”. O argumento da empresa é que, num pais
desigual, o RG é mais universal do que “smartphones com cameras de alta
resolucao” necessarios para biometria facial de qualidade. Para a Samsung, a

tecnologia de ponta pode ser excludente, enquanto a burocracia estatal € inclusiva.

Instituicdes da sociedade civil como o Instituto Alana e a Coalizdo Direitos na
Rede, contudo, apontam o risco de seguranga dessa materialidade. O
armazenamento de coépias de documentos cria os “honeypots” mais perigosos.

O Match  Group concorda, afirmando que “empresas... enfrentam riscos
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significativos” ao manusear esses documentos, reforcando sua preferéncia por
delegar essa tarefa ao governo. A Yoti posiciona o documento como uma falha de
privacidade, pois ele “revela mais dados do que o necessario (nome, enderego,
filiacdo)”, violando o principio da minimizag&do, enquanto a estimativa facial revelaria

apenas a idade.
G. Dados bancarios e terceiros validadores privados

@] uso de dados financeiros ¢é defendido  pela eSapiens e
pela Strima especificamente para o setor de servigos pagos (streaming, compras). O
argumento € pragmatico: o sistema financeiro ja realizou o Know Your
Customer (KYC) rigoroso. Se o usuario possui um cartdo de crédito valido, a
presuncado de maioridade é forte e o custo de verificacdo é zero para a plataforma.
O Instituto Alana aceita essa premissa, sugerindo o aproveitamento de “verificagcdes
pregressas de bancos e operadoras de telecomunicagdes como forma de reduzir a

coleta de novos dados”, aplicando o principio da economia de dados.

Atores como AMOBITEC e Yoti trazem a solugao arquitetural das ID Techs. A
proposta é a interposicao de um “terceiro de confianga” entre o usuario e a plataforma.
A Yoti cita 0 modelo francés da ARCOM para explicar o conceito de “independéncia
juridica e técnica”: o verificador vé o documento, mas ndo sabe onde o usuario vai
navegar; a plataforma vé que o usuario é adulto, mas n&o sabe quem ele é (ndo vé o
documento). A AMOBITEC defende esse modelo para evitar que plataformas de
mobilidade ou servigos diversos precisem montar seus préoprios departamentos de

verificagdo, criando um mercado especializado de identidade.
I. Ferramentas de controle parental

Ainda uma das tecnologias mencionadas é o suporte de controle parental
associado a estratégia das empresas de hardware e sistemas operacionais
(Apple, Microsoft) de deslocar a verificagdo da “nuvem” para a “borda” (dispositivo).
A Apple descreve sua “Declared Age Range API’como wuma ferramenta
que “empodera 0s pais” sem expor a crianga as plataformas. A logica é: o pai
configura o iPhone, e o iPhone avisa ao app “este usuario é crianca”, sem dizer quem

€. A Microsoft reforca essa abordagem de categorizagdo ampla (faixas etarias) em

vez de datas exatas.
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Para a Zetta, essa abordagem ¢ ideal pois descentraliza o risco e respeita a
dinamica familiar. Contudo, criticos na Sociedade Civil apontam que isso pressupde
pais digitalmente letrados e dispositivos de uso exclusivo, ignorando a realidade
brasileira de dispositivos compartilhados e pais com baixa literacia digital

(lacuna identificada no eixo IMPACT).
3.4.4 Terminologia e conceitos-chave

A terminologia utilizada pelos participantes para descrever a materialidade das
ferramentas de verificagcdo, revelando uma disputa semantica onde a escolha das
palavras define a aceitabilidade ética e a viabilidade econ6mica da tecnologia. O
vocabulario demonstra que o campo € estruturado por uma tensao entre a linguagem
da “precisdo” estatistica e a linguagem da “invasao” biométrica, bem como entre a
“seguranga” da infraestrutura estatal e a “autodeterminagdo” dos protocolos

criptograficos.

O tratamento da imagem facial é objeto de caracteriza¢des divergentes entre os
contribuintes. Os fornecedores de tecnologia e plataformas utilizam sistematicamente
o termo ‘“estimativa etaria” em vez de “reconhecimento facial’, preferindo
sistematicamente o Iéxico da “estimativa etaria” (age estimation) e da “inferéncia”.
A Yoti Ltd. e a eSapiens utilizam termos como “analise de uma imagem” (analysis of
an image) e “biometria regulada” para descrever o processo, enfatizando a “excluséo
imediata” (deleting the image) e a auséncia de “identificagcao” (without identifying).
Este vocabulario caracteriza a imagem como um dado efémero e estatistico,
dissociado da identidade civi. Em contrapartida, o Instituto Alanae
a AMOBITEC recusam essa distingao, insistindo no uso de termos como “dado
biométrico sensivel’, “método altamente invasivo” e “coleta de PII” (Personally
Identifiable Information). Para estes atores, a tecnologia é descrita através do
vocabulario do risco e da intrusdo, exigindo “expurgo imediato” e garantias contra
o “treinamento de algoritmos”, termos que denotam uma desconfianga profunda sobre

0 uso secundario dos dados bioldgicos.

A infraestrutura de verificacido € descrita através de um Iéxico que oscila entre a
eficiéncia burocratica e a blindagem matematica. A defesa do modelo estatal mobiliza

termos institucionais como “ldentidade Civil Nacional (ICN)”, “login Gov.br” e “bases
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governamentais”. A Family Talks e o Match Group utilizam vocabulario de gestao,
falando em “aproveitar a base ja existente” e “centralizagao segura”, onde o Estado é
descrito como o ente capaz de suportar o 6nus da custddia. No polo oposto, o léxico
da criptografia introduz termos técnicos de Privacy by Design. Instituto Alana e
a BRASSCOM empregam expressdes como “provas de conhecimento zero” (zero-
knowledge proofs - ZKP), “tokens verificaveis” e “anonimato seletivo”. O conceito
de “atributo” &€ central aqui: a tecnologia permite provar um atributo (ser maior de
idade) sem revelar a “identidade”. Contudo, a BRASSCOM introduz o vocabulario da
exclusao econbmica, classificando essas solugdes como “inacessiveis” para o

mercado local, contrapondo o “padrao ouro” técnico a realidade do “custo Brasil”.

A descricao dos métodos comportamentais e de autodeclaracao revela um léxico
de friccdo e vigilancia. A Meta e a Federacdo do Comeércio de SP utilizam termos
suavizados como “analise de texto”, “predicdo de idade” e “sinais de
inconsisténcia” para descrever o monitoramento da atividade do usuario. A idade néo
€ verificada, mas “inferida” a partir do “comportamento”. O FNPETI, entretanto, traduz
esses termos técnicos para o vocabulario da violagdo de direitos, classificando-os
como “vigilancia  continua” e “perfilamento”, vedados pela legislagdo. A
autodeclaracgao é descrita pela Roku e Camara-e.net através do Iéxico da usabilidade:
€ uma solucao de “baixo impacto” e “alto alcance”, necessaria para evitar a friccdo em

contextos de baixo risco.

Por fim, a materialidade do documento oficial é descrita de forma ambivalente.
Enquanto a Samsung utiliza o vocabulario da inclusdo, defendendo a “checagem de
CPF” e o “documento oficial” como meios “acessiveis” e “democraticos” em contraste
com smartphones caros, a Yoti e o Match Group descrevem o mesmo objeto através
do léxico do perigo de dados (data hazard), alertando que o documento fisico
revela “mais dados do que o necessario” e cria “riscos significativos” de vazamento. A
solugao proposta pela AMOBITEC e Yoti introduz a terminologia da “independéncia”,
onde “terceiros de confianga” (ID Techs) operam um modelo de separagao de dados,
garantindo que a plataforma ndo acesse o documento do usuario. A Figura 4

apresenta uma sintese das diferentes caracterizacdes tecnoldgicas.
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Figura 4: Sintese da divisdo do discurso sobre tecnologias
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Quadro Comparativo: Posigoes sobre Solugdes Técnicas (TECH)

DIMENSAO DE
ANALISE

SETOR PRIVADO

SOCIEDADE CIVIL E
ACADEMIA

POSIGOES
INTERMEDIARIAS OU
DIVERGENTES

Biometria
Estimativa
Facial

e

Fornecedores de
tecnologia argumentam que
a estimativa facial é distinta
do reconhecimento facial,
caracterizando-a como
analise estatistica de dado
temporario, sem
armazenamento de
identidade. Defendem que a
tecnologia pode ser
implementada com
privacidade por design.

de
digitais
qualquer
imagem
dado

Organizagdes
direitos
classificam
tratamento de
facial como
biométrico sensivel,
exigindo expurgo
imediato e vedacdo de
uso para treinamento de
1A.

Associagées  setoriais
(ex: AMOBITEC) alinham-
se as preocupagdes sobre
riscos da biometria,
defendendo restricdo a
contextos de alto risco,
diferentemente da posicao
de fornecedores
especializados.

Infraestrutura
Governamental
(Gov.br)

Parte do setor privado
manifesta preocupagao com
dependéncia de
infraestrutura estatal unica,
citando riscos de ineficiéncia
e ponto uUnico de falha.
Preferem solugdes de
mercado  descentralizadas
ou multiplos provedores.

Parte da sociedade civil
defende o uso da
infraestrutura Gov.br
para aproveitar base de
dados existente (ICN),
evitando custos
duplicados novas
coletas dados
sensiveis.

e
de

Algumas plataformas
defendem  centralizagéo
governamental como
forma de transferir a
custodia de dados
sensiveis para o Estado,
que teria maior capacidade
de seguranga.

Inferéncia por
1A e
Comportamento

Plataformas defendem a
inferéncia de idade via
analise de texto e
comportamento como
solucado de baixa fricgdo que
dispensa documentos ou
biometria. Argumentam que
€ menos intrusiva por nao
exigir envio de dados
adicionais.

de
digitais
que a

Organizagoes
direitos
argumentam
inferéncia
comportamental  exige
monitoramento continuo
da atividade do usuario,
caracterizando-a como
forma de vigildncia que
pode violar principios de
protegao de dados.

Documentos
Oficiais

Fornecedores de
verificagdo apontam riscos
de seguranca no
armazenamento de copias
de documentos, preferindo
métodos que nao exijam
retencdo de imagens de RG
ou CNH.

Organizagdes de
direitos digitais
concordam com O risco
de armazenamento,
vendo o envio de
documentos como
violagdo do principio da
minimizagdo. Preferem
métodos que verifiquem
apenas o atributo de
idade.

Fabricantes de hardware
argumentam que
documentos oficiais s&o
mais acessiveis que
tecnologias dependentes
de cameras de alta
resolugao, considerando a
realidade de desigualdade
de acesso a dispositivos.

Criptografia
(Zero-
Knowledge
Proofs)

Associagoes setoriais
reconhecem a qualidade
técnica das ZKPs, mas
argumentam que o custo de
implementacido € elevado
para pequenas e médias

empresas, defendendo que

Organizagdes de
direitos digitais
defendem as ZKPs como
padrao preferencial por
garantir verificagcdo de
atributo sem revelagao
de identidade, atendendo

Contribuintes do setor de
padronizagao propbéem
adogdo de normas ISO
internacionais para
viabilizar a tecnologia em
escala, reduzindo custos
através de padronizagéo.
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. POSICOES
D'“ﬂ"ksl_'?‘gEDE SETOR PRIVADO Socfgﬁggmﬂvm E || INTERMEDIARIAS OU
DIVERGENTES
nao seja exigéncial||ao principio da
obrigatoria. minimizacgao de dados.

3.5 Eixo 5: Argumentos de Legitimacgao (LEGIT)

3.5.1 Visao geral e definicao do eixo

Este eixo agrupa os argumentos utilizados pelos contribuintes para fundamentar
suas posigcdes regulatérias. A analise identificou cinco categorias principais de
argumentacgao: (i) conformidade prévia com marcos legais existentes; (ii) incluséo
social como justificativa para determinadas tecnologias; (iii) experiéncia do usuario
como valor a ser preservado; (iv) desenvolvimento de infraestrutura nacional; e (v)

valor social dos servigos oferecidos.
3.5.2 Frequéncia e Relevancia dos Temas

A distribuicdo de frequéncia da categoria Argumentos de Legitimacao (LEGIT)
indica uma concentragao majoritaria de unidades no
coédigo LEGIT_JA CUMPRO (14), o qual reune argumentos que sustentam a
suficiéncia dos mecanismos atuais de conformidade com a LGPD e o ECA para
contestar a necessidade de novas regulagbes. O segundo agrupamento mais
relevante, LEGIT _BIOMETRIA_INCL (10), articula a defesa de tecnologias
biométricas através da otica da inclusdo social, posicionando-as como alternativas
mais democraticas que a exigéncia de documentos oficiais. A tenséo entre segurancga
e navegacao € representada pelo codigo LEGIT _PRIORIDADE _UX (7), que
centraliza a defesa da fluidez da experiéncia do usuario em detrimento de barreiras
de verificacdo que gerem friccdo. Completam a categoria os temas de escopo
geopolitico e moral, com o codigo LEGIT_SOBERANIA (5) focando na defesa de
solugdes tecnoldgicas nacionais para evitar dependéncia externa, e o
cbédigo LEGIT_VALOR_SOCIAL (2) apresentando argumentos de excegao baseados

na natureza educativa ou benéfica do conteudo das plataformas.
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| CODIGO |FREQUENCIA|| DESCRIGAO BREVE |

Argumentos de que as empresas ja cumprem a
LEGIT_CONFORMIDADE 14 legislagéo vigente (LGPD, ECA) e que novas regras
seriam redundantes ou desnecessarias.

Argumentos de que tecnologias biométricas promovem
inclusdo social por ndo exigirem documentos oficiais,

LEGIT_INCLUSAO 10 - ~ N

- sendo acessiveis a populagdes sem documentagao
formal.

Argumentos de que a usabilidade e a fluidez da

LEGIT EXPERIENCIA 7 navegacao devem ser consideradas na

regulamentacdo, evitando friccdo excessiva para o
usuario.

Argumentos favoraveis ao desenvolvimento de
LEGIT_INFRAESTRUTURA 5 solucbes brasileiras de verificagcdo, reduzindo
dependéncia de infraestrutura tecnoldgica estrangeira.

Argumentos de que determinadas plataformas
LEGIT_VALOR SOCIAL 2 oferecem conteldo educativo ou beneficios sociais que
justificariam tratamento regulatério diferenciado.

| TOTAL | 38 | |

3.5.3 Principais argumentos

A. Argumento de conformidade prévia

Contribuintes do setor privado apresentaram argumentos de que os mecanismos
existentes de conformidade ja seriam suficientes para a protegao pretendida. A Apple
listou suas ferramentas de controle parental ("Tempo de Uso", "Pedir para Comprar"”,
"Made for Kids") para argumentar que ja oferece "uma ampla gama de ferramentas
lideres de mercado voltadas para proteger criangas". A empresa sustentou que
"sempre priorizou a proporcionalidade e a minimizacao de dados, evitando demandas

excessivas".

Claro S.A. e Samsung apresentaram argumentos similares, sustentando que "a
resposta adequada nao esta na padronizagcdo de solugcdo Unica, mas na aplicacao
consistente das regras ja existentes". Para esses contribuintes, eventual lacuna
regulatéria residiria na fiscalizagdo das normas vigentes (LGPD, ECA Digital), e nao

na auséncia de obrigagdes.

A Meta argumentou que utiliza "dados existentes sem ter que solicitar mais

dados para verificar a idade", apresentando a inferéncia comportamental como
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"camada adicional de afericdo" compativel com os principios de minimizagao de

dados.
B. Argumentos de inclusao social

Contribuintes do setor de verificagdo de identidade e algumas plataformas
apresentaram argumentos de que determinadas tecnologias, especialmente a
estimativa facial, promoveriam inclusdo social ao dispensar a apresentacdo de

documentos oficiais.

A Yoti invocou "os 4Ds da inclusdo — Documentos, Dispositivos, Deficiéncia e
Diversidade" para argumentar que a exigéncia de documentos oficiais excluiria
populagdes vulneraveis, sustentando que a "estimativa da idade facial pode servir
como uma alternativa simples e que preserva a privacidade". A Meta apresentou
argumento similar, citando que a predicdo de idade seria inclusiva para
"aproximadamente um bilhdo de pessoas que globalmente ndo possuem documentos

formais".

Por outro lado, o Instituto Alana e a Internet Society (ISOC Brasil) contestaram
essa caracterizagdo, argumentando que solugdes biométricas "geram um risco
significativo ao coletar dados pessoais sensiveis de todos os usuarios" e que a
inclusdo genuina requer "alternativas nao biométricas". A Camara Brasileira da
Economia Digital ponderou que a "aplicagdo indiscriminada pode criar barreiras
desnecessarias, amplificar desigualdades"”, sugerindo que métodos mais robustos

sejam reservados para contextos de alto risco.
C. Argumentos sobre infraestrutura nacional

Contribuintes apresentaram argumentos favoraveis ao desenvolvimento de
solucdes de verificacdo baseadas em infraestrutura publica brasileira. Daniel Teixeira
Bezerra (contribuinte da sociedade civil) argumentou que a aferigdo de idade deve ser
"instrumento de soberania nacional", defendendo o desenvolvimento de infraestrutura
publica para que o pais ndo dependa de "servigos que lucram com a coleta de dados

pessoais".

O Instituto Alana alinhou-se a essa perspectiva, defendendo "APIs de acesso

cego a registros governamentais" como forma de manter a "soberania nacional de
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dados". O argumento apresentado € de que a dependéncia de tecnologias de
verificagdo fornecidas por empresas estrangeiras constituiria vulnerabilidade a ser

considerada na formulagéo da politica publica.
D. Prioridade da experiéncia do usuario

Contribuintes do setor privado apresentaram argumentos de que a preservagao
da usabilidade constitui valor relevante a ser considerado na regulamentacédo. A
Associagao Brasileira de Anunciantes (ABA) argumentou que a verificagao rigorosa a
cada acesso geraria "custos elevados, aumento da laténcia, redugao da usabilidade
e dafluidez". A AMOBITEC sustentou que a protegcado nao deve "comprometer o direito

fundamental de acesso a informagao".

A Meta argumentou que sua solugao de "predi¢cao de idade" oferece "experiéncia
rapida e continua", contrastando-a com solugdes documentais que gerariam "maior
atrito e complexidade". A Federacdo do Comércio de SP propds a "inferéncia

continua" como forma de "conciliar a necessidade de seguranga com a usabilidade".

A BRASSCOM invocou a LGPD para argumentar que a "coleta reiterada de

dados" necessaria para verificagdes frequentes "contraria o principio da minimizagao".
E. Valor social dos servigos

Alguns contribuintes apresentaram argumentos de que a natureza de seus
servigos justificaria tratamento regulatério diferenciado. A Roblox argumentou ser
"Unica neste aspecto" por oferecer "milhares de experiéncias educacionais",
sustentando que barreiras de idade rigidas poderiam impedir 0 acesso a beneficios

pedagogicos.

O Match Group (Tinder) argumentou que seu modelo de negdcio "néo se trata
de manter os usuarios conectados para gerar receita com anuncios direcionados",

buscando diferenciar-se de plataformas baseadas em economia da atencgao.
3.5.4 Terminologia e conceitos-chave
A analise do vocabulario utilizado pelos contribuintes nesta categoria revela

diferentes enquadramentos para fundamentar posicdes no debate regulatorio.
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No campo da conformidade legal, contribuintes do setor de telecomunicagoes e
hardware utilizam expressées como "regime rigoroso de conformidade" para qualificar
sua situagao juridica atual, reforgada pela expressédo "aplicagdo consistente" das
regras existentes. A Apple classifica suas solugdes proprietarias como "ferramentas
lideres de mercado". Em contrapartida, contribuintes da academia e da sociedade civil
utilizam termos como "ineficiente" para descrever padrdes estrangeiros atuais (como
a COPPA) e propéem o conceito de "soberania nacional de dados". Observa-se que
o principio da "prote¢ao de dados" € invocado por diferentes setores para fundamentar
posicoes distintas: contribuintes do setor privado enfatizam a "minimizagcéo de dados"
para questionar novas coletas, enquanto contribuintes da academia enfatizam a

necessidade de "infraestrutura publica" para garantir autonomia nacional.

A tecnologia biométrica € objeto de caracteriza¢des divergentes. Provedores de
tecnologia de identidade e plataformas utilizam termos como "inclusao", "acesso" e
"equidade" para descrever ferramentas de estimativa facial. A expressao "alternativa
que preserva privacidade e reduz friccdo" é utilizada para caracterizar essas
tecnologias, enquanto a observacao de que "nem todos tém acesso a passaportes" €
mobilizada para questionar a exigéncia documental. Em sentido diverso, contribuintes
da sociedade civil utilizam termos como "risco significativo" e "superficie de ataque”,

posicionando as "alternativas n&o biométricas" como imperativo de seguranca.

A relacao entre usabilidade e protecao é caracterizada de formas distintas pelos
contribuintes. Associagdes setoriais e plataformas utilizam termos técnicos de design
como "usabilidade", "fluidez" e "laténcia", chegando a invocar o "direito fundamental
de acesso a informacgao" para questionar barreiras de verificagao. O termo "friccao" é
utilizado com conotagcdo negativa, associado a "custos elevados" e "barreiras
desnecessarias". Plataformas de conteudo especifico utilizam termos como
"experiéncias educacionais" para caracterizar seus servigos, ou diferenciam-se ao

afirmar que seu modelo nao visa "manter usuarios conectados indefinidamente".

O quadro a seguir apresenta a distribuicdo dos principais argumentos por setor,

identificando convergéncias e divergéncias entre os contribuintes.
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Quadro Comparativo: Argumentos de Legitimagao (LEGIT)

SETOR
CATEGORIA | SETORPRIVADO | PRIVADO (D | SOCIEDADE | »capEmIA
CIVIL
TECHS)
. Enfase em Questionamento ||Andlise  de
Conformidade . L
révia ferramentas existentes — da eficacia das|lacunas
P e adesao a LGPD medidas atuais  ||[normativas
= Inferéncia como||Biometria como|Defesa de|Analise  de
Inclusao ; ~ . i
. alternativa al|solugcao paraj|alternativas n&ojvieses
social ; o .
documentos indocumentados |biométricas algoritmicos
Protecao nao
Experiéncia ||Usabilidade como||Baixa friccao|deve ser||[Equilibrio
do usuario valor central como diferencial ||sacrificada por|lentre valores
conveniéncia
A Alinhamento com|Defesa de|Analise  de
Infraestrutura ||Preferéncia por| e ~ - N
. ~ . certificacoes solugdes publicas||dependéncia
nacional padrdes globais . e .
internacionais soberanas tecnoldgica
Natureza Contestacao de|, .,
. . . ~ Andlise caso
Valor social |educativa/profissional — excecgdes a caso
como atenuante setoriais

3.6 Eixo 6: Adequacao e Proporcionalidade (ADEQ)

3.6.1 Visao geral e definigdo do eixo

O Eixo de ADEQUACAO E PROPORCIONALIDADE (ADEQ) agrupa os

argumentos normativos sobre o que constitui uma medida “proporcional” ou

“adequada”. Ela reune argumentos normativos que condicionam a escolha dos

meétodos de verificagcdo de idade ao principio da proporcionalidade, estabelecendo que

a robustez do mecanismo deve corresponder ao nivel de risco oferecido pelo servigo

digital. A analise dos dados indica um consenso sobre a necessidade de uma

abordagem escalonada, na qual métodos rigidos e intrusivos séo reservados para

contextos de alto risco, como pornografia e jogos de azar, enquanto a autodeclaragéo

€ defendida para servigos de baixo risco visando a preservacao da usabilidade e do
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acesso. Paralelamente, os atores argumentam que a solugdo tecnoldgica é
insuficiente se nao for acompanhada por politicas de educacao digital e mediagao
parental, além de enfatizarem a obrigatoriedade da minimizagao de dados para evitar
praticas de vigilancia, apontando as tecnologias de Prova de Conhecimento Zero
(ZKP) como o padrao técnico para alinhar verificagao e privacidade e demandando

alternativas de validagao presencial ou assistida para mitigar a exclusao digital.
3.6.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia da categoria Adequacgdo (ADEQ) evidencia uma
concentracao de argumentos em torno do principio da proporcionalidade baseada no
risco, com o codigo ADEQ BAIXO_RISCO_FLEX (25) liderando a amostra ao
defender a aplicacdo de métodos simplificados para contextos de menor ameaca,
seguido em paridade estatistica pela demanda por verificagbes robustas
exclusivamente em cenarios criticos (ADEQ_ALTO_RISCO_RIGO, 23). Esta légica
de gradagao opera em conjunto com a énfase na protecdo de dados, demonstrada
pela igual recorréncia do codigo ADEQ_MINIMIZACAO (23), que estabelece a estrita
economia de coleta como critério condicionante para a validade de qualquer método.
O reconhecimento das limitagdes da intervengcao puramente técnica manifesta-se no
cédigo ADEQ_EDUCACAO (16), que situa o letramento midiatico como requisito de
eficacia. As frequéncias equivalentes dos codigos ADEQ OFFLINE INCL (13)
e ADEQ_PRIV_ZKP (13) indicam que as preocupag¢des com a inclusao digital de
desconectados e com a implementagao de arquiteturas de privacidade criptografica

ocupam posigdes simétricas na base da hierarquia tematica.

| CcODIGO |OCORRENCIAS|| DESCRIGAO BREVE |
Argumentos de que servigos de baixo risco devem
ADEQ_BAIXO_RISCO_FLEX 25 estar sujeitos a métodos de verificagcao simplificados

ou de menor fricgao.

Argumentos de que servicos de alto risco devem

ADEQ_ALTO_RISCO_RIGO 23 estar sujeitos a verificacdo robusta ou documental.

Argumentos favoraveis a coleta minima de dados,
ADEQ_MINIMIZACAO 23 limitada ao estritamente necessario para a
verificagdo de idade.

Argumentos de que solugbes técnicas sao
ADEQ_EDUCACAO 16 insuficientes sem politicas complementares de
educagao midiatica e digital.

Argumentos favoraveis a mecanismos de validagao
ADEQ_OFFLINE_INCL 13 presencial ou assistida para evitar exclusao digital de
populagdes vulneraveis.
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| CODIGO |OCORRENCIAS|| DESCRIGAO BREVE |

Argumentos de que arquiteturas baseadas em Prova
ADEQ_PRIV_ZKP 13 de Conhecimento Zero (ZKP) sdo a solugéo
preferencial para conciliar verificagao e privacidade.

[TOTAL [ 113 | |

3.6.3 Principais argumentos

A. Rigor para alto risco

A construgédo de sentido neste argumento articula-se em torno da premissa da
proporcionalidade: a robustez do método deve escalar com o risco.
O CGl.br estabelece a base normativa ao afirmar que “a afericao de idade deve ser
aplicada ao apenas quando houver risco concreto a seguranga”, destacando que a
“proporcionalidade um principio central” busca o equilibrio “entre grau de risco e

robustez”.

A definicdo de “alto risco” é tecnicamente detalhada por diversos atores.
A Strima aponta para “servicos de conteudo gerado por usuarios (UGC), onde ha
efetiva exposicdo a conteudos nao classificados”. A Coalizdo Direitos na Rede e
a BRASSCOM especificam que “em servigos de alto risco, como plataformas de
conteudo adulto e apostas, € justificavel adotar métodos mais robustos”. A Claro
S.A. e a Samsung concordam com essa classificagdo, citando “plataformas de
conteudo adulto, apostas ou jogos com interagdo aberta” como ambientes que

justificam “coleta mais ampla de dados”.

O Instituto Alana introduz a necessidade de uma exigéncia mais rigorosa para
esses contextos, com base em critérios adicionais, defendendo que “sejam utilizados
mecanismos de autenticacdo confiaveis a cada acesso, vedando-se 0 uso exclusivo
da autodeclaracao”, e alertando que a “interagao, especialmente entre criangas e
adultos... configurarisco elevado”. A PROTESTE expande o escopo do alto risco para
incluir “sistemas baseados em recomendacido intensiva e servicos de conteudo
adulto”, argumentando que esses servigos devem assumir “parcela proporcional da

responsabilidade”.

Do lado do setor privado, a Zetta adverte, ainda, que, embora o risco justifique
rigor, “mecanismos excessivamente rigidos podem elevar custos, criar fricgao”,
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defendendo uma “andlise de risco, ndo em padronizagao tecnoldgica”. A Camara-
e.net propde um “modelo graduado de risco” para evitar que métodos intrusivos como
documentos oficiais ou biometria sejam usados indiscriminadamente, devendo ser

reservados a “contextos de alto risco, como pornografia”.
B. Flexibilidade para baixo risco

Ha um consenso de que a baixa fricgdo é vital para a viabilidade da economia
digital e a inclusdo. O CGl.br reitera a necessidade de “solugdes mais simples e
menos invasivas serem priorizadas em contextos de baixo risco”. A eSapiens propde
técnicas especificas de bloqueio parcial, como “desabilitagdo de funcionalidades
interativas” ou “aplicacao de blur’, argumentando que sao “instrumentos eficazes” sem

restringir todo o site.

A defesa da autodeclaracdo para baixo risco € robusta no setor privado.
A Zetta e a Roku argumentam que para servicos como streaming editorialmente
controlado, um modelo que “ndo exija a coleta de documentos adicionais ou dados
pessoais, € suficiente”. A Camara-e.net complementa que a autodeclaracao, “embora

insuficiente para cenarios de alto risco, pode funcionar como camada inicial”.

Atores como a Apple invocam documentos da prépria autoridade reguladora
(ANPD) para sustentar que “exigir que cada pessoa que queira baixar um aplicativo
fornega informagdes pessoais... €& prejudicial a privacidade”. A Claro S.A.e
a Federacdo do Comércio de SP utilizam o argumento juridico da LGPD, afirmando
que “métodos simplificados, de menor coleta de dados, tendem a ser mais adequados
aos principios da necessidade e minimizacdo”. A AMOBITEC sugere que em
plataformas de menor risco, a afericdo ocorra apenas “no momento da compra...

permitindo que o restante do servico permaneca acessivel”.

O Instituto Alana, embora rigido no alto risco, concede que para a maioria das
plataformas (redes sociais, jogos), devem ser priorizadas “solugbes menos

intrusivas... que confirmem apenas a faixa etaria necessaria”.
C. Principio da minimizagao

A minimizagao de dados emerge como o principio ético e legal (LGPD) que deve

reger a arquitetura técnica. A Apple é enfatica ao declarar que prioriza a minimizagao,
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0 que significa “coletar e usar apenas o minimo necessario... evitando demandas
excessivas”. A Microsoft reforca que qualquer coleta deve ser realizada em
“‘conformidade com limitagbes rigorosas de finalidade”, vedando o processamento

para outros propositos.

O Instituto Alana vislumbra um modelo onde a verificagao gera “apenas um sinal
criptografico indicando a faixa etaria... sem compartilhamento de dados pessoais”, o
que preservaria a “usabilidade da experiéncia digital”. A PROTESTE adverte contra a
normalizagao da vigilancia: “a coleta de documentos oficiais, biometria... ndo pode se

tornar padrao”.

A Meta descreve sua “APl de ldade” como uma solucdo desenhada com
privacidade na esséncia, onde “nenhuma outra informacgéo do usuario, nem mesmo a
data de nascimento, é transmitida para os aplicativos”. O Google também defende a
“‘minimizacgao razoavel de dados”, alertando contra a obrigatoriedade de “ferramentas
que envolvam o processamento de dados pessoais desnecessarios”. A AMOBITEC e
a Camara-e.net alertam especificamente contra o risco da biometria, notando que
pode haver “coleta de dados pessoais sensiveis de forma desproporcional a atividade

primaria”.
D. Necessidade de educacgao digital

A interpretagao deste eixo revela a insuficiéncia da solugado puramente técnica.
O Instituto Teckids argumenta que a solugcédo “mais robusta, segura e realista para
dispositivos compartilhados € garantir a existéncia de perfis de uso separados’,

deslocando a responsabilidade para a configuragao do dispositivo.

A Kaspersky aponta a falibilidade técnica, notando que “muitos menores
contornam controles de idade com conhecimento ou apoio de adultos”, concluindo que
“conscientizacédo e educacao digital sao tdo importantes quanto barreiras técnicas”.
A Claro S.A. e a Federacdo do Comércio de SP concordam que “politicas publicas de
educacéo digital... sdo necessarias e indispensaveis para complementar os esforgos

empresariais”.

O Instituto Alana propde uma estratégia midiatica ampla, sugerindo a “promogéao

de campanhas de conscientizagdo multimidia... envolvendo artistas, comunicadores”,
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além de incluir o tema nos curriculos escolares (BNCC). Em seu documento
anexo, reforcam que a educacao é estratégica para “fortalecer a autonomia informada
das familias e reduzir a dependéncia exclusiva de solug¢des tecnoldgicas que sdo
imperfeitas”. A Camara-e.net resume a posi¢cao ao afirmar que “afericido de idade nao
substitui politicas de educacao digital... qualquer modelo de verificagao sera limitado

se nao integrado a estratégias de literacia digital”.
E. Inclusao offline

A preocupacdo com a exclusdo digital é central neste argumento. A
Yoti apresenta a contribuicdo mais estruturada, propondo que o Brasil adote um
modelo onde “cidadaos sem evidéncia documental... deveriam poder usar um cartao
de prova de idade dedicado”, além de sugerir “quiosques seguros em correios” para

quem nao tem smartphone.

O CTS-FGV (Academia) sugere a “verificagao presencial” (In-Person Validation)
em locais como PROCONSs, onde um terceiro emitiia uma chave criptografica,
facilitando o acesso para “pessoas com dificuldades de acesso a internet’. Eles
também propdéem o “Atestado Social’ (Social Vouching), onde “professores,

assistentes sociais... poderiam atestar a idade”.

O Ministério Publico Federal (MPF) corrobora a necessidade de “mecanismos
alternativos” como “formularios fisicos ou servigos presenciais em 6érgaos publicos
(Cartdrios, Correios, CRAS)”. O Instituto Alana reforca a ideia de “Onboarding
Presencial” em “escolas, CRAS, bibliotecas”, argumentando que isso amplia o alcance
social. A Internet Society (ISOC Brasil) alerta que tecnologias dependentes de
cameras e conexao estavel podem excluir “idosos, pessoas com deficiéncia,

populagdes rurais e comunidades indigenas”.
F. ZKP Como melhor garantia de privacidade

A tecnologia de Zero Knowledge Proof (ZKP) foi apontada por diversos
contribuintes como solugao preferencial para conciliar verificagcdo e privacidade..
O FNPETI descreve a arquitetura preferivel: uso da infraestrutura publica (identidade
digital) para emitir credenciais que, através de ZKP, permitem “comprovar a idade sem

compartilhar dados pessoais”. O Instituto Alana afirma que as ZKPs “representam a
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melhor alternativa para a privacidade, pois resolvem o conflito entre eficacia e

protecao de dados”.

O Ministério Publico Federal (MPF) concorda que métodos ZKP oferecem o
“‘melhor equilibrio”, implementando “anonimato desde a concepg¢ao”. A Unico -
IDTech cita o exemplo europeu (EDI Wallets) que utiliza ZKP para estabelecer um

“novo padrao de privacidade”.

Empresas como a Meta e o Google mencionam o desenvolvimento de APIs e
“credenciais digitais” que operam sob logicas similares de minimizagdo. O Match
Group (Tinder) defende especificamente “tokens de preservagdao de privacidade
emitidos por lojas de aplicativos” como o melhor equilibrio. A DiraCom sintetiza que o
método de “emisséo de certificagao criptografada... por Prova de Conhecimento Zero”

€ 0 que melhor preserva os dados pessoais.
3.6.4 Terminologia e conceitos-chave

A terminologia utilizada para articular as tensdes entre seguranca, privacidade e
acesso revela que a discussao sobre adequagao nao opera sobre categorias binarias
simples, mas sobre um gradiente semantico onde o termo “proporcionalidade” atua
como o operador central de legitimidade. O CGl.br e a Zetta empregam este termo
para exigir um equilibrio entre o “grau de risco’ e a “robustez’ da medida,
estabelecendo uma taxonomia onde a exigéncia de verificagdo € condicionada a
existéncia de “risco concreto” ou “dano significativo”. A definicdo do que constitui esse
risco mobiliza termos especificos: a Strima e a Samsung referem-se a exposi¢cao
a “conteudos nao classificados” e a “interagdo aberta em ambientes de UGC”
(Conteudo Gerado pelo Usuario) como gatilhos para mecanismos mais rigidos. Por
outro lado, a PROTESTE expande o léxico do risco para incluir sistemas
de “recomendacéo intensiva”, enquanto a Coalizdo Direitos na Rede delimita o “alto

risco” a setores como “jogos de azar” e “conteudo adulto”.

No campo semantico das solugdes técnicas, observa-se uma disputa vocabular
entre a “friccdo” e a “autodeclaracao”. Atores do setor privado, como Roku e Zetta,
utilizam termos como “barreiras de inclusao”, “custos excessivos” e “fricgao” para
descrever os efeitos indesejados de métodos rigidos em servigos de baixo risco.

A “autodeclaragao” é resignificada ndo como uma auséncia de verificagdo, mas, nas
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palavras da Camara-e.net, como uma “camada inicial” ou, segundo a Claro S.A,,
um “método simplificado” adequado aos principios da “necessidade”. Em contraste,
o Instituto Alana introduz o termo “autenticacdo confiaveis” para opor-se a
autodeclaragdo em contextos de risco, exigindo provas de vida ou documental.
A eSapiens contribui com um vocabulario de modulagdo técnica, sugerindo
a “desabilitacdo de funcionalidades” ou a aplicagdo de “blur” (borramento) como

alternativas ao bloqueio total, indicando uma preferéncia por intervengdes granulares.

A gramatica da privacidade é dominada pelo termo “minimizagao”, extraido
diretamente do arcabouco legal da LGPD e operacionalizado tecnicamente pelos
participantes. A Apple e a Microsoft utilizam a expressao “minimo necessario” para
delimitar a coleta de dados, enquanto o Instituto Alana e a Meta descrevem a solugao
ideal através de termos como “sinal criptografico”, “APl de Idade” e “tokens”,
enfatizando que a verificagdo deve resultar em um output binario (sim/ndo) e néo na
transferéncia de identidade. O léxico atinge maior especificidade técnica com a
introducao do termo “Zero Knowledge Proof” (ZKP) ou “Prova de Conhecimento Zero”.
O MPF, a DiraCom e o FNPETI apropriam-se deste vocabulario para descrever um
estado de “anonimato desde a concepcgao”, onde “credenciais verificaveis” permitem
a comprovacao de atributos sem a revelagao de dados brutos. O Match Group reforca
essa terminologia ao citar “tokens de preservacao de privacidade”, consolidando a

ZKP como o significante mestre para a solugao do paradoxo privacidade-seguranca.

Finalmente, a dimensao sociotécnica introduz um vocabulario voltado para a
materialidade do acesso e a competéncia humana. O termo “exclusdo digital” é
frequentemente associado aos “desconectados” ou aqueles sem “evidéncia
documental”, conforme notado pela Internet Society e pelo Yoti. Para mitigar esse
fendmeno, surgem termos que descrevem infraestruturas hibridas: “quiosques
seguros”, “cartao de prova de idade” e “onboarding
presencial’ em “CRAS” ou “escolas”. O CTS-FGV introduz o conceito de “Atestado
Social” (Social Vouching) e “validagao presencial’, ampliando o |éxico da verificagao
para além do digital. Paralelamente, a ineficacia técnica é descrita através de termos
como “contornam controles” (Kaspersky), o que demanda solugdes baseadas
em “letramento digital”, “conscientizagdo” e “autonomia informada”, deslocando a
énfase da ferramenta para a “mediagao parental” e a “educacao’.
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Figura 5: Sintese dos temas em cada polo dos discursos sobre adequagao

Diagrama de Polos e Instancias: Categoria ADEQUACAO (ADEQ)
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Fonte: produgéo prépria

A Figura 5 mostra o Diagrama de Polos e Instancias, projetado para espacializar
as quatro grandes vertentes discursivas que organizam o eixo ADEQUACAO E
PROPORCIONALIDADE (ADEQ). Este diagrama isola os polos do debate, permitindo
visualizar claramente quais conceitos orbitam em torno de cada légica fundamental.
O diagrama divide o campo fenomenolégico em quatro quadrantes distintos, cada um

representando uma logica normativa e operacional especifica identificada nos dados

1. Polo: Rigor & Seguranga (Quadrante Superior Esquerdo - Vermelho)
- Logica: Representa a demanda por controle estrito diante de ameacas severas. -
Instancias: Aqui residem conceitos como “Verificagdo Robusta” e “Autenticacao
Forte”. Note que estas instancias sao justificadas pela presenga de “Risco
Concreto” (como “Conteudo Adulto” e “Jogos de Azar”) e operam sob o “Principio da
Precaucdo”. E o polo da barreira alta.

76




2. Polo: Flexibilidade & Mercado (Quadrante Superior Direito -

Turquesa)

e Logica: Representa a defesa da fluidez econdmica e da experiéncia do

usuario em contextos de menor ameagca.

¢ Instancias: Este polo agrupa conceitos como “Autodeclaragao” (validada
aqui como “Camada Inicial”) e “Baixo Risco”. O vocabulario central gira
em torno da “Viabilidade Econdmica” e da reducéo de “Friccdo”, visando

garantir a “Usabilidade” e evitar barreiras desnecessarias.

3. Polo: Privacidade & Técnica (Quadrante Inferior Esquerdo -
Azul)

e Logica: Foca na arquitetura ética da solugéo, priorizando a protegao de

dados sobre a identificagao civil.

e |Instancias: As instancias aqui sao solugbes técnicas para o0
anonimato: “Zero Knowledge Proof (ZKP)”, “Sinal Criptografico” e “API de
Idade”. O principio regente é a “Minimizacdo de Dados” e a “Finalidade
Estrita”, buscando provar a idade “Sem Armazenamento” de identidade.
4. Polo: Inclusdo & Sociedade (Quadrante Inferior Direito -

Amarelo)

e Logica: Aborda as limitagdes materiais da tecnologia e a necessidade de

competéncia humana.

¢ Instancias: Reconhece a “Excluséao Digital” e a existéncia
de “Desconectados”. As solugdes instanciadas sao hibridas
(“Infraestrutura Hibrida”, “Onboarding Presencial’) ou comportamentais

(“Educacao Digital”’, “Mediagao Parental”), enfatizando a “Autonomia

Informada” em vez do bloqueio técnico puro.

Esta visualizacdo demonstra que a discusséo sobre adequagao nio € linear, mas
sim uma negociagao constante entre estes quatro polos: quanto mais se move em
direcdo ao Rigor, mais se distancia da Flexibilidade; quanto mais se prioriza

a Técnica pura, mais se corre o risco de ignorar a Inclusdo Social se ndao houver

medidas compensatorias.
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Quadro Comparativo: Posi¢goes sobre Adequacao e Proporcionalidade (ADEQ)

DIMENSAO DE
ANALISE

SETOR PRIVADO
(Plataformas, Associagoes
e Advocacia)

SOCIEDADE CIVIL E
ACADEMIA

CONTRIBUINTES COM
ENFASE TECNICA
(ID Techs e
Especialistas)

Concepgao de
Proporcionali-
dade

Proporcionalidade como
viabilidade: A
proporcionalidade é invocada
para calibrar exigéncias
conforme o modelo de
negécio e preservar a
experiéncia do usuario. A
analise de risco é proposta
como critério para diferenciar
niveis de exigéncia, evitando
regras uniformes.

Proporcionalidade como
garantia: A
proporcionalidade é
invocada como mecanismo
de equilibrio entre protecéo
da crianga e ndo-invasao da
privacidade. Defende-se
intervengao robusta onde o
risco € concreto, com foco
na eficacia da protecao.

Proporcionalidade
como arquitetura: A
proporcionalidade é
associada a escolha do
ponto de verificacdo na
cadeia técnica
(hardware,
intermediarios,
aplicagéo), com foco em
onde a verificacado
ocorre, ndo apenas em
sua intensidade.

Posicionamen-
to sobre
Autodeclaragao

Autodeclaragao para baixo
risco: Defesa da
autodeclaragao para servigos

de baixo e médio risco (ex:
streaming, e-commerce),
argumentando que,
combinada com controle
parental, atende aos
requisitos de  melhores

esforgcos e minimizacdo de
dados.

Restricao da
autodeclaragao:

Questionamento da
autodeclaracao como
método isolado para
ambientes de alto risco (ex:
redes sociais, jogos
interativos). Argumenta-se
que a facilidade de evaséao
compromete a eficacia da
protecao, exigindo
verificagdo de atributos

para servigos criticos.

Verificagao por
atestado: Proposta de
substituicao da
autodeclaragao por
atestado  criptografico
emitido por terceiro ou
pelo dispositivo,
desvinculando a
verificacao da

declaragao individual do
usuario.

Arquitetura
Tecnolégica
Preferencial

Solugodes internas:
Preferéncia por solugdes
proprietarias ou APls
internas que realizam

estimativa ou inferéncia de
idade dentro do ecossistema
da plataforma, evitando
compartilhamento com
terceiros externos.

Privacidade por design
(ZKP): Defesa de
tecnologias de Prova de
Conhecimento Zero e
protocolos
descentralizados. A
arquitetura deve garantir
anonimato desde a
concepgao, impedindo que
a verificagdo se converta
em infraestrutura de
rastreamento.

Segregacgéo de
camadas: Proposta de
que a verificagao ocorra
no nivel do dispositivo

(hardware/OS) ou
através de
intermediarios  neutros

(ID Techs), isolando a
identidade do acesso ao
conteudo e criando silos
de dados.

Abordagem
sobre
Educacéao e
Incluséo

Educagao como
complemento: A educagao
digital e a mediac&o parental
sao apresentadas como
complementos a verificagéo
técnica. Enfase na
responsabilidade
compartilhada
plataforma e familia.

entre

Educagdao como politica
estruturante: A educacao
é proposta como politica
publica estruturante.
Introduz-se a dimens&o da
exclusdo material, exigindo
alternativas
presenciais/assistidas para
populagbdes vulneraveis e
desconectadas.

Capacitagdao técnica
do usuario: Foco na
autonomia técnica do
usuario para configurar
dispositivos e gerenciar
perfis de uso separados
(perfil infantil vs. adulto)
no hardware.

Obs.: A coluna CONTRIBUINTES COM ENFASE TECNICA captura as nuances identificadas na
analise microanalitica (ex: ID Techs como Unico e a perspectiva de Hardware do Instituto Teckids) que
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nao se alinham perfeitamente nem com a defesa comercial irrestrita, nem com a regulagdo de contetudo
tradicional.

3.7 Eixo 7: Riscos Especificos (RISC)

3.7.1 Visao geral e definicdo do eixo

O Eixo de RISCOS ESPECIFICOS (RISC) sintetiza os argumentos sobre as
vulnerabilidades sistémicas e ameacas a privacidade introduzidas pela afericado de
idade conforme percebido pelos participantes, centralizando-se nas preocupacgdes
manifestadas de que a infraestrutura técnica possa ser utilizada para vigilancia estatal
ou monitoramento de cidadaos, ou desviada para mineragao comercial, perfilamento
publicitario e treinamento ndo autorizado de modelos de Inteligéncia Artificial. Os
atores identificam a centralizagdo de dados sensiveis como vetor de criagdo de alvos
prioritarios para ataques cibernéticos (honeypots), dada a heterogeneidade na
maturidade de seguranga das empresas, € apontam o risco de reidentificagdo de
usuarios anbénimos através do cruzamento de metadados e inferéncias sobre
estruturas familiares. Simultaneamente, as unidades de conteudo descrevem a
facilidade técnica de evasao das medidas por meio de ferramentas como VPNs
e deepfakes, o que comprometeria a eficacia da norma ao deslocar usuarios para

jurisdi¢des ndo reguladas sem garantir a protecao pretendida
3.7.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia da categoria Riscos e Ameacas (RISC) apresenta
uma concentragcao primaria no cédigo RISC_VIGILANCIA_ESTADO (12), que reune
a maior parcela das unidades focadas na possibilidade de cooptacao da infraestrutura
de verificagdo para fins de monitoramento governamental e controle social. Em um
segundo nivel de incidéncia, observa-se uma paridade entre os riscos associados a
seguranca e a finalidade econdmica dos dados, com os
cédigos RISC_HONEYPOT (7) e RISC_MINERACAO_COMERCIAL (7) abordando,
respectivamente, a vulnerabilidade de bases centralizadas a ataques externos e o
desvio de informacdes coletadas para perfilamento publicitario. O segmento restante
da amostra distribui-se de maneira uniforme, registrando 6 ocorréncias para cada um
dos caddigos finais, os quais tratam da falibilidade técnica dos sistemas frente a
ferramentas de evasao (RISC_EFICACIA_EVASAO), da possibilidade de quebra de

anonimato via cruzamento de metadados (RISC_REID CRUZADA) e do uso néao
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autorizado de dados para o treinamento de modelos de Inteligéncia Artificial
(RISC_TREINQO_IA).

| CODIGO |[FREQUENCIA|| DESCRIGAO BREVE |

Preocupagdes de que a infraestrutura de
verificagdo possa ser utilizada para vigilancia em
massa, controle estatal ou rastreamento de
cidadaos.

RISC_VIGILANCIA_ESTADO 12

Preocupagdes com a criagdo de bases de dados
centralizadas que se tornam alvos prioritarios para
ataques cibernéticos e vazamentos (efeito
honeypot).

RISC_HONEYPOT 7

Preocupagdes com desvio de finalidade, onde
dados coletados para verificagdo de idade sejam
utiizados para perfilamento publicitario ou
comercial.

RISC_MINERACAO_COMERCIAL 7

Questionamentos sobre a eficacia da verificagao
RISC_EFICACIA_EVASAO 6 diante de possibilidades técnicas de evaséo (uso
de VPNs, deepfakes, documentos falsos).

Preocupagdes com reidentificacdo de usuarios
RISC_REID_CRUZADA 6 andnimos através do cruzamento de metadados
técnicos e padroes de navegagao.

Preocupagbes com o uso ndo autorizado de
RISC_TREINO_IA 6 dados biométricos ou comportamentais para
treinamento de modelos de Inteligéncia Artificial.

ITOTAL | 44 I |

3.7.3 Principais argumentos

A. Vigilancia estatal

Os dados revelam o temor de que a infraestrutura de protecao infantil seja
cooptada para fins de controle social. A Coalizdo Direitos na Rede estabelece a
premissa fundamental de que “o propdsito da afericdo de idade ndo deve ser o de
promover vigilancia ou controle sobre jovens”, um posicionamento normativo que
busca desvincular protecao de monitoramento. O Instituto Alana aprofunda essa
preocupacao ao alertar que, “sem transparéncia... sistemas de afericdo podem ser
percebidos como instrumentos de controle ou censura”, vinculando a legitimidade da
medida a confianga publica. O ator argumenta que a implementagcao deve “vedar
praticas de vigilancia massiva ou identificagdo compulséria”, invocando o ECA Digital

como barreira juridica.
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A DiraCom intensifica a critica ao citar a Electronic Frontier Foundation (EFF),
ponderando que “os riscos sao de tal monta que os sistemas de verificagado etaria se

constituem como ‘sistemas de vigilancia™. Para este ator, a vigilancia n&o € um efeito
colateral, mas a natureza intrinseca da tecnologia proposta. O CGl.br corrobora essa
visao estrutural ao afirmar que a verificagao “nédo pode resultar, inadvertidamente, em
vigilancia massiva... ou na criagao de registros de navegacéo associados a identidade

civil”.

Parte do setor privado, representado pela Zetta, alinha-se a essa retodrica de
direitos civis, argumentando que a implementacdo “ndo pode, sob o pretexto de
proteger os menores, criar um aparato de vigilancia que monitore a atividade de todos
os cidadaos”, classificando tal possibilidade como ‘“inconstitucional’.
A Strima expande o cenario de risco para além do Estado democratico, alertando que
esses dados podem “levar a usos ndo autorizados por governos autoritarios... para
perseguir dissidentes”. O FNPETI foca na vigilancia comercial, descrevendo a analise
comportamental como o “método mais invasivo, operando por meio de uma vigilancia

continua da atividade do usuario”.
B. Honeypots e vazamentos

A fenomenologia do honeypot descreve a inevitabilidade do vazamento em
sistemas centralizados. A Zetta introduz o termo ao prever que, “na falta de solugdes
publicas... o setor privado seria forcado a criar bases de dados gigantescas... gerando
‘honeypots’ extremamente  atrativos para  cibercriminosos”. O Instituto
Alana concorda, detalhando que a coleta de PIl (Informagdes Pessoais Identificaveis)
cria um “alvo de alto valor’” que pode “expor milhdes de criangas a roubo de
identidade”. O Instituto adiciona uma camada de realidade econbmica ao risco,
notando que “muitas empresas no Brasil podem néo ter infraestrutura... adequada”,
citando dados da ICTS Protiviti de que “71,9% das micro e pequenas empresas ainda

nao mapearam dados pessoais”.

O Instituto Teckids reforca a critica arquitetural, afirmando que a solucao “acaba
por armazenar estes dados em grandes bancos de dados centralizados que se tornam
alvos prioritarios”. A Internet Society - Capitulo Brasil complementa que a
centralizacao cria “pontos unicos de falha”, ampliando a superficie de ataque.
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Em contraste com a posi¢cao majoritaria de rejeicdo a centralizagdo, o Match
Group prop0s a centralizagdo em infraestrutura governamental, argumentando que o
Estado teria maior capacidade de custddia segura de dados sensiveis: “deveria ser
centralizado em bancos de dados seguros e gerenciados pelo governo... para reduzir
o potencial de violagbes de dados.”. Para este ator, o Estado é visto como um porto
seguro, enquanto para os atores locais e a sociedade civil, a centralizacdo (seja

publica ou privada) é o proprio risco.
C. Treinamento de IA sem consentimento

O risco mais emergente refere-se ao uso nao consentido de dados para treinar
modelos de Inteligéncia Atrtificial. A eSapiens identifica o perigo de que “imagens ou
videos coletados para estimativa facial sejam utilizados indevidamente para treinar
modelos de |A proprietarios”. A DiraCom reforca que ha um “alto risco de que a
verificacdo etaria seja usada como pretexto para a coleta massiva... visando o

refinamento de tecnologias de reconhecimento facial’.

A Family Talks demanda que a autoridade “proiba explicitamente o uso de dados
biométricos de criangas para o treinamento”, uma posicao ecoada pela PROTESTE,
que veda qualquer “exploracdo econdmica” desses dados para “treinamento de
algoritmos”. Uma contribuinte académica inclui este risco no rol de “usos
secundarios... sem a devida transparéncia”. A AMOBITEC, representando o setor de
mobilidade e tecnologia, concorda com a cautela, alertando para evitar que “dados

sensiveis alimentem bases de treinamento de IA sem controle”.
D. Mineragao comercial de dados

A preocupacao central aqui € a monetizagao dos dados de seguranga. O Instituto
Alana define o conflito de interesses: “interesses comerciais das plataformas
(perfilamento para publicidade...) podem conflitar com a minimizacao de dados”. O
ator exige salvaguardas contratuais para impedir o “enriquecimento de perfil
comercial”. A PROTESTE € categoérica ao afirmar que “dados coletados

exclusivamente para afericido de idade ndo podem ser cruzados com bases de

marketing”.
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Uma contribuinte académica descreve o risco como “uso secundario dos dados”,
alertando para a “criagdo de perfis comportamentais para publicidade direcionada”.
A Camara Brasileira da Economia Digital (camara-e.net), defendendo o setor, tenta
delimitar a proibigdo, argumentando que “o ECA Digital ndo proibe a coleta de dados,
mas sim o seu uso para fins comerciais... direcionados a criangas”, sugerindo que a
coleta para seguranca é legitima desde que nao alimente o ad-tech. No entanto,
a AMOBITEC pede cautela com a inferéncia comportamental, pois ela pode levar “a

coleta excessiva... desproporcional a atividade primaria”.
E. Reidentificagao cruzada

Este argumento aborda a quebra de privacidade através da inferéncia, nao da
identificacdo direta. A Strima explica o mecanismo técnico: “informag¢des coletadas
para verificagdo... podem ser cruzadas com histérico de navegacao, permitindo a
reidentificacdo”. Uma contribuinte académica aponta um risco especifico para a
estrutura familiar: “a vinculagéo indireta de contas de menores a perfis de pais...

permitindo inferéncias sobre a estrutura familiar”.

A Family Talks exige que a autoridade garanta que “metadados técnicos... ndo
permitam a reidentificacdo”, enquanto a Microsoft admite explicitamente o risco
inerente a sua propria industria: “A garantia de idade... cria um risco de
reidentificacdo... pois associa a atividade online a uma identidade do mundo real”.
A PROTESTE alerta que “mesmo métodos leves podem gerar inferéncias indevidas”,
exigindo “tecnologias baseadas em credenciais verificaveis” para impedir a criacdo de
um “grafo social” do usuario. O Instituto Alana prescreve a norma “ISO/IEC 27556”

como padrao técnico necessario para mitigar esse risco.
F. Evasao e ineficacia

Este argumento desconstr6i a crenca na infalibilidade tecnoldgica.
A eSapiens utiliza o caso do Reino Unido como prova empirica de falha, relatando que
“apds a entrada em vigor... da Online Safety Act... a redugao no numero de usuarios...
foi acompanhada por um aumento expressivo na busca por servicos de VPN’
A Strima corrobora com dados especificos: “o provedor sui¢co Proton VPN relatou um
aumento de 1.800% nos cadastros... indicando que milhares de usuarios — inclusive

menores — recorrem ao uso de redes privadas virtuais”.
83




A Associacgao Brasileira de Anunciantes (ABA) enquadra essa evasao como um
risco aumentado, argumentando que a regulagao pode “encourage users to relocate
to less restrictive jurisdictions... exposing users... to heightened risks”. Instituto
Alana traz dados técnicos sobre a sofisticacdo da burla, revelando que “menores
estdo utilizando métodos cada vez mais sofisticados... com VPNs e ‘deep-fakes’ ou
‘selfies’ geradas por IA representando 33% e 11% dos casos”. Ela destaca que o
método mais comum (38%) € analdgico: “uso de documentos... emprestados ou
comprados de adultos”. A BRASSCOM sintetiza a limitagdo inerente da tecnologia,
afirmando que “processos excessivamente complexos... tendem a desestimular o uso
legitimo... e incentivar fraudes”, sugerindo que a rigidez gera a prépria evasao que

busca combater.
3.7.4 Terminologia e conceitos-chave

O vocabulario dos participantes revela que os riscos sao semanticamente
construido ndo como uma falha técnica pontual, mas como a instauracdo de uma
arquitetura de “vigilancia” e “perfilamento”, onde a infraestrutura de protegédo é

descrita através de termos que denotam perigo iminente, como “honeypots”, “pontos

Unicos de falha” e “alvos de alto valor”.

O campo semantico da seguranga é dominado pelo medo da centralizagao,
descrita pelos participantes através da metafora técnica nativa do “honeypot” (ou “pote
de mel”). A Zetta, o Instituto Alana e a Internet Society utilizam este termo exato para
descrever a inevitabilidade do ataque a bases de dados centralizadas. O Iéxico aqui €
militarizado e fatalista: fala-se em “superficie de ataque”, “alvos
prioritarios” e “vazamentos massivos”. A Strimae a DiraCom expandem esse
vocabulario para a esfera politica, substituindo “protecdo” por “vigilancia
estatal” e “controle social’. O termo “dissidentes” € introduzido pela Strima para
qualificar o risco de persegui¢ao por “governos autoritarios”, enquanto a Zetta utiliza
o adjetivo juridico “inconstitucional” para descrever o monitoramento da atividade dos
cidadaos. A Coalizdo Direitos na Rede e o CGl.br empregam a expressao “registros

de navegacao” associados a “identidade civil” para definir o mecanismo exato da

quebra de anonimato, rejeitando a formagdo de um histoérico perene do

comportamento online.
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No ambito da economia dos dados, o léxico transita da “seguranca” para a
“‘extracao”. O termo nativo central é “perfilamento” (profiling). O Instituto Alana e uma
contribuinte académica utilizam repetidamente termos como “uso
secundario”, “enriquecimento de perfil” e “finalidades diversas” para descrever o
desvio de fungdo dos dados coletados. A PROTESTE introduz o conceito de “grafo
social” para ilustrar o resultado do cruzamento de informagdes, enquanto
a AMOBITEC alerta para a “inferéncia de dados comportamentais”. Uma terminologia
especifica emerge em relacdo a Inteligéncia Artificial: a eSapiens e a Family
Talks falam em “treinamento  de modelos proprietarios” e “refinamento  de
tecnologias”, denunciando o uso da biometria infantii ndo para verificar, mas

para “alimentar bases” de algoritmos generativos sem consentimento.

A discussdao sobre o anonimato mobiliza um vocabulario técnico de
desanonimizacdo. A Microsoft e a Strimautilizam os termos “reidentificacdo” e
“vinculagao indireta” para descrever como “metadados técnicos” podem ser usados
para rastrear individuos. Uma contribuinte académica refina esse léxico ao incluir a
dimensao doméstica, falando em “inferéncias sobre a estrutura familiar”. Em resposta
a essa fragilidade, o Alana introduz o Iéxico da padronizacédo técnica, citando a
norma “ISO/IEC 27556 e o conceito de “Privacy Enhancing Data De-identification

Framework” como vocabulario de solugéo.

Finalmente, a ineficacia da medida é descrita através de um Iéxico de evaséo e
substituigdo. O termo “VPN”(Rede Privada Virtual) é onipresente nas falas
da eSapiens, Strima e Alana, que o associam a uma “migragao” para “ambientes
menos seguros”. A Associagcdo Brasileira de Anunciantes (ABA)utiliza a
expressao ‘“relocate to less restrictive jurisdictions” (realocar-se para jurisdigoes
menos restritivas) para descrever a fuga geografica digital. A fraude técnica é descrita
com neologismos contemporaneos como “deep-fakes” e “selfies geradas por IA”,
indicando que o vocabulario da burla evoluiu da simples mentira para a falsificagao

sintética de identidade.

A Figura 6 representa um Mapa Semantico de Riscos e Ameagas, desenhado
para representar a topografia do medo e da vulnerabilidade conforme expressa pelo
vocabulario nativo dos participantes na categoria RISCOS ESPECIFICOS (RISC).
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Figura 6: Sintese da divisdo do discurso sobre riscos

Mapa Seméntico de Riscos e Ameagas: Vocabulario In Vivo (CAT_RISC)
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Este grafo espacializa os cinco grandes vetores de ameaca identificados,
conectando os conceitos abstratos as suas manifestagdes técnicas e sociais

especificas:
1. Polo: Arquitetura da Vigilancia (Vermelho - Topo)
e Logica: Representa o medo do Estado e do controle social.

e Vocabulario: O Iéxico aqui é constitucional e politico. Termos
como “Vigilancia” e “Aparato de Controle” denunciam a escala do
problema. A conexao com “Rastreamento de Dissidentes” e “Identidade
Civil” ilustra o temor de que a verificagdo de idade se torne uma
ferramenta de perseguigdo politica, sendo qualificada juridicamente

como “Inconstitucional”.

2. Polo: Vulnerabilidade Técnica (Laranja - Centro)
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Logica: O coragédo técnico do problema: a centralizagao inevitavel.

Vocabulario: Dominado pela metafora nativa do “Honeypot’. Este cluster
conecta a causa (“Centralizacdo de Dados”) a consequéncia
(“Wazamentos Massivos”), explicando que a criagdo de bases valiosas
gera “Alvos de Alto Valor” e “Pontos Unicos de Falha”, exacerbados por

uma “Infraestrutura Inadequada” das empresas.
3. Polo: Economia Extrativista (Turquesa - Direita)
Logica: O desvio de finalidade para lucro e desenvolvimento tecnoldgico.

Vocabulario: Foca na exploragdo dos dados. O termo central
€ “Perfilamento” (Profiling). A analise revela um léxico moderno de
exploracao: “Treinamento de IA” e “Alimentar Bases de
Algoritmos” aparecem como novas formas de extracdo de valor da

biometria infantil, configurando um “Uso Secundario” ndo autorizado.
4. Polo: Erosao do Anonimato (Azul Claro - Esquerda)
Logica: A morte da privacidade através da inferéncia.

Vocabulario: Descreve a mecanica sutil da desanonimizacdo. Nao é
apenas saber o nome, é a “Reidentificacao” através de “Metadados
Técnicos”. O termo “Inferéncia Familiar’ destaca o risco de devassar a
vida doméstica através do cruzamento de dados, culminando no “Fim do

Anonimato”.
5. Polo: Reacgao & Burle (Cinza - Base)
Logica: A resposta do usuario a arquitetura de controle.

Vocabulario: O Iéxico da evaséao. “Uso de VPNs” e “Jurisdicbes Menos
Restritivas” descrevem a fuga geografica. A sofisticacdo tecnoldgica da
fraude é capturada pelos termos “Deep-fakes” e “Selfies Geradas por IA”,
indicando que a barreira técnica estimula o desenvolvimento de

contramedidas pelos préprios usuarios (inclusive criangas).
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Esta visualizacdo demonstra que, para os participantes, o “Risco” ndo é uma
eventualidade, mas uma estrutura composta: uma arquitetura centralizada (Honeypot)

que alimenta a vigilancia (Estado) e a extragédo econémica (Mercado), gerando como

resposta a evaséo (VPNSs).

Quadro Comparativo: Posig6es sobre Riscos especificos (RISC)

possibilidade de uso para
aprimoramento de produtos.

Oposicdo ao uso de
biometria infantil para
treinamento de |A.

SETOR PRIVADO =
DIMENSAO DE (Plataformas, SOCIEDADE CIVIL E POSIC.OES
ANALISE Associagoes e ACADEMIA INTERMEDIARIAS OU
o DIVERGENTES
Advocacia)
Preocupacgoes ~ A . .
LR . Preocupacoes com||Convergéncia transversal:
constitucionais: .. . LS ;
direitos fundamentais:||Contribuintes de diferentes
Argumentos de que .
o Argumentos baseados na||setores manifestaram
s oA obrigacoes de coleta|| >~ . ; ~
Vigilancia . privacidade e liberdade||preocupagdes com
massiva podem ser ~ o .
Estatal e . . de expressao. Foco emj|vigilancia, unindo
questionadas a luz de||. ; o .
Controle o L . impedir a criagdo de|largumentos de liberdades
. direitos civis e liberdades . ~ . o
Social . ~_|lregistros de navegacgao ejlecondmicas e de direitos
fundamentais. Preocupacaol|. . o
- identidade  civil  que|lhumanos contra
com a criagao de bases de . . . .
permitam monitoramento||infraestruturas centralizadas
dados que possam ser|, . . . e
g de jovens e dissidentes. ||de identificacdo.
requisitadas por governos.
Vedagao ampla de uso
L _|lsecundario: Argumentos||Posigdo cautelosa no
Limitacdo de escopo: o . ~ . )
.~ “'lfavoraveis a vedacdo|setor privado: Algumas
Argumentos para restringir ;. s .
. ~ o total de uso secundario||associacbes setoriais
Mineragao proibicdes ao uso de dados e .
. L de dados de verificagdo.||adotaram  postura mais
Comercial e||para publicidade o 1
. o . Dados de segurancalrestritiva que a média do
Treinamento |ldirecionada a criangas .
e devem ser isolados de||setor, alertando contra
de IA especificamente, mantendo . .
bases de marketing.||coleta desproporcional e

manifestando preocupagao
com riscos de compliance.

Centralizagao
de Dados e
Honeypots

Risco associado a
obrigacdo: Argumentos de
que a obrigagao de verificar|
criara bases de dados
centralizadas que se tornam
alvos de ataques.
Preocupacgao com
responsabilizagao por
vazamentos decorrentes de
exigéncia regulatéria.

Risco associado a
arquitetura: Argumentos
de que a centralizagéo

cria ponto unico de falha.
Preocupagdo com a
capacidade técnica de
empresas

(especialmente menores)
de proteger dados
sensiveis.

Defesa de centralizagao
governamental: Algumas
plataformas defenderam que
a verificagédo seja
centralizada no Governo,
argumentando que o Estado
teria maior capacidade de
custdédia segura de dados
sensiveis.
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SETOR PRIVADO

DIMENSAO DE (Plataformas, SOCIEDADE CIVIL E POSICOES
ANALISE Associacdes ACADEMIA INTERMEDIARIAS OU
go DIVERGENTES
Advocacia)
~ Evasao técnica:
Evasao como

Argumentos de que a

externalidade: Argumentos - .
tecnologia € vulneravel a

de que a regulagcdo pode|,, . .
s ; ~ .. __|[técnicas de engenharia
Eficacia, gerar migragdo de usuarios .
~ : ~ _||social (deepfakes,
Evaséao e||para ambientes nao —
documentos falsos). A
Fraude regulados, com dados sobre ~
aumento de VPNs em|Preocupagac € com a

D .~ ___~_|[facilidade de evasao por
jurisdicdbes com verificacado .

LY usuarios com
obrigatéria.

conhecimento técnico.

Foco no nucleo familiar:
- Argumentos de que a
Foco no usuario direto: A ou ~ 9
~ verificacdo pode revelar
preocupagao com||. -
o informacbes sobre a
privacidade concentra-se no —

. . estrutura familiar através
dado do usuario verificado
) do cruzamento de dados,
(crianca ou adulto).

afetando a privacidade de
terceiros nao verificados.

Privacidade
Doméstica

3.8 Eixo 8: Impactos e Barreiras (IMPACT)

3.8.1 Visao geral e definigdo do eixo

O eixo IMPACTOS E BARREIRAS (CAT_IMPACT) agrupa os argumentos sobre
as externalidades operacionais, econémicas e sociais decorrentes da implementacao
da verificagdo de idade, destacando o risco de exclusdo digital de populagbes
vulneraveis devido as limitagdes de hardware, conectividade e documentacéo , bem
como a ineficacia de modelos baseados em consentimento parental diante da baixa
literacia digital e diante dos diferentes niveis de competéncia digital das familias. Os
atores apontam que os custos de conformidade tendem a gerar assimetrias de
mercado que penalizam pequenas e meédias empresas em favor de grandes
plataformas consolidadas , além de preverem o repasse financeiro ao consumidor final
e a degradagao da experiéncia de uso (friccdo). As unidades de conteudo também
descrevem barreiras a fiscalizacao estatal causadas pela opacidade das arquiteturas
corporativas e fragmentagao institucional , alertam para a violagdo da autonomia

progressiva de adolescentes entre 16 e 18 anos e indicam a probabilidade de
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migragao de usuarios para ambientes nao regulados ou para o uso de ferramentas de

evasao técnica como VPNSs.
3.8.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia do eixo Impacto e Barreiras (IMPACT) aponta para
uma preponderancia das preocupagdes com as externalidades sociais e as
capacidades institucionais de aplicacao da norma, com o]
coédigo IMPACT_EXCLUSAO_DIG (9) ocupando a posicdo de maior recorréncia,
focado nos riscos de restricado de acesso a populagdes vulneraveis. Em sequéncia, o
coédigo IMPACT _FISCALIZ (8) agrupa os desafios praticos de auditoria
e enforcement, enquanto a eficacia das medidas dependente da competéncia técnica
dos responsaveis é abordada em IMPACT LITERACIA_FAMILIAR (6). Um bloco
intermediario de relevancia, com 4 ocorréncias para cada coédigo, reune as
implicacdes econdémicas e operacionais
— IMPACT_BARREIRA_PME, IMPACT_CUSTO_CONS e IMPACT_FRICCAO_US
UARIO — tratando, respectivamente, da viabilidade para pequenas empresas, do
repasse financeiro ao consumidor e da degradagédo da experiéncia de navegagao. A
base da distribuicao, composta pelos
cédigos IMPACT_AUTONOMIA_JUVENIL e IMPACT_MERCADO_PARALELO (3
unidades cada), registra os argumentos sobre violagdes de direitos progressivos de
adolescentes e o potencial deslocamento de usuarios para ambientes digitais ndo

regulados.

| cODIGO |[FREQUENCIA|| DESCRIGAO BREVE |

Preocupagdes com exclusédo digital de populagdes
vulneraveis ou sem documentagéo formal.

IMPACT_EXCLUSAO_DIG 9

Discussdes sobre desafios praticos de
IMPACT_FISCALIZ 8 fiscalizagdo, auditoria e barreiras institucionais
para aplicagdo da norma.

Preocupagdes com eficacia limitada em razao da
falta de competéncia técnica dos pais ou
responsaveis para configurar ferramentas de
controle.

IMPACT_LITERACIA_FAMILIAR 6

Preocupagbes com custos de conformidade que
IMPACT_BARREIRA_PME 4 podem representar barreira significativa para
pequenas e médias empresas.

Preocupagbes com repasse dos custos da

IMPACT_CUSTO_CONS 4 e . ,
- - verificagao ao consumidor final.
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| CODIGO |[FREQUENCIA|| DESCRIGAO BREVE |

IMPACT FRICCAO_USUARIO 4 Prquup§96e§ com |.mPacto na experlenma_do
usuario, incluindo lentiddo e abandono do servigo.
Preocupagdes com impacto sobre a autonomia
IMPACT_AUTONOMIA JUVENIL 3 progressiva e a privacidade de adolescentes (16-
17 anos).
Preocupagbes com migracdo de usuarios para
IMPACT_MERCADO_PARALELO 3 plataformas n&o reguladas ou de origem n&o
identificada.
ITOTAL | M | |

3.8.3 Principais Argumentos
A. Barreira para PMEs

Este cddigo captura o temor de que a regulagcdo consolide monopdlios ao
inviabilizar pequenos competidores. A Samsung alerta que “exigir solugdes
complexas ou de alto custo de PMEs seria desproporcional e poderia gerar efeitos
anticompetitivos”, defendendo “prazos razoaveis e estimulos a adequacéao
progressiva”. A BRASSCOM corrobora que a “infraestrutura complexa” pode ser
“‘inviavel para muitas empresas”, sugerindo uma regulagéo baseada em principios e

nao em métodos prescritivos.

A Claro S.A. propbée uma saida arquitetural para mitigar esse impacto: permitir
que servigos optem por apenas uma camada de verificagdo (loja ou app) quando
suficiente, pois isso “reduz custos e complexidades técnicas”. Em contrapartida, a
Meta argumentou que sua solugdo centralizada reduziria barreiras para

desenvolvedores menores, que nao precisariam criar sistemas proprios de verificagao.
B. Exclusao digital

A fenomenologia da exclusao digital ndo é tratada aqui como um inconveniente
técnico, mas como uma violacdo de direitos fundamentais. H4 um consenso
transversal de que a rigidez técnica punira desproporcionalmente os vulneraveis.
O CGl.br inaugura a critica ao identificar o “risco de exclusdo digital de criangas e
adolescentes cujos responsaveis nao possuem acesso digital’, estendendo a
preocupagao a “familias em vulnerabilidade social, migrantes ou criangcas e

adolescentes em acolhimento institucional”. Esta perspectiva € corroborada
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pela PROTESTE, que adota um tom normativo ao afirmar que “é essencial que a
estrutura regulatéria nao crie barreiras de acesso”, alertando que solu¢gdes complexas

violam o “espirito do Estatuto Digital” ao ampliar desigualdades.

A materialidade da exclusdo € detalhada pelo Instituto Alana, que desloca o
debate para o hardware, notando que “dispositivos com cameras mais antigas ou de
baixa qualidade podem ter taxas de erro maiores”, criando uma discriminagao
baseada na “qualidade do hardware do usuario”. A Federacdo do Comércio de
SP adiciona a camada educacional, argumentando que o “alto indice de analfabetismo

funcional” no Brasil transforma métodos sofisticados em “barreiras intransponiveis”.

A Electronic Frontier Foundation (EFF) introduz uma dimenséo critica de direitos
humanos, questionando “como garantir que os métodos de verificagdo de idade nao
resultem na exclusdo digital de jovens marginalizados ou sem documentagao”, e
alertando que a medida pode “restringir o acesso de criangas e adolescentes a
recursos online para procurar cuidados, educagao ou assisténcia”. Um contribuinte da
sociedade civil adota uma postura fatalista sobre a segurancga técnica, respondendo
que “ndo é possivel assegurar isso considerando a volatilidade desses proprios
servigos”. Uma contribuinte académica sintetiza a visdo académica ao reiterar o risco

para aqueles com “menor acesso a dispositivos, conexdo ou documentacgao regular”.
C. Custo ao consumidor

A discussdo sobre custos ndo € abstrata. A eSapiens oferece a analise mais
detalhada, quantificando o impacto financeiro: “uma validagdo simples via API
Cadastral... custaria entre R0,39...eR3,50 por validagao individual”. O ator conclui que
para um site com “50 milhdes de acessos mensais”, esse custo seria “impraticavel” e

tornaria a operacéao “insustentavel, levando ao encerramento das atividades”.

A Zetta e a Camara Brasileira da Economia Digital (camara-e.net) utilizam o
argumento do custo para defender a flexibilidade, afirmando que “mecanismos
excessivamente rigidos podem elevar custos” e que a “padronizagado excessiva pode
favorecer alguns sistemas proprietarios... aumentando custos para todo o
ecossistema”. O Instituto Alana, focando no direito do consumidor, estabelece a
premissa de que “deve-se garantir a gratuidade para o usuario final”, impedindo que

a seguranga se torne um produto de luxo.
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D. Literacia familiar insuficiente

A narrativa central aqui € a insuficiéncia do “consentimento parental” em um pais
com baixo letramento digital. O Instituto Alana é enfatico ao declarar que “sistemas
que dependem dos pais... falham quando os préprios pais ndo possuem competéncia
técnica”, apontando a “disparidade na literacia digital” como um fator de desigualdade
que afeta o uso de infraestruturas como o “GOV.br". A Coalizdo Direitos na
Rede diagnostica uma “baixa cultura de seguranca digital’, onde familias

“compartilham senhas ou dispositivos sem restricées”.

A Federagao do Comércio de SP reitera o impacto do “analfabetismo funcional”,
enquanto a PROTESTE exige “transparéncia ativa”, argumentando que “pais, muitas
vezes, nao compreendem os riscos ou como funcionam os sistemas”. A ABINEE traz
uma critica especifica a materialidade da informagéo, argumentando que a exigéncia
legal de adesivos em embalagens “nao representa a forma mais eficaz”, pois a
embalagem é “descartada logo apds o primeiro uso”, defendendo “alternativas digitais”

como QR Codes nas telas iniciais.
E. Friccao e usabilidade

A “friccao” é descrita como o inimigo da usabilidade e do acesso legitimo.
O CGl.br adverte que a implementacao “nao deve inviabilizar o uso da internet ou criar
friccdo excessiva que degrade a experiencia do usuario”. O Instituto Alana alinha-se
pragmaticamente a essa visdo de UX, notando que é “necessario equilibrar a
robustez... para evitar que o processo de verificagao leve ao abandono do servico

legitimo”.

A Camara Brasileira da Economia Digital (camara-e.net) e a Zetta reiteram que
“exigéncias rigidas e descontextualizadas podem limitar o acesso legitimo”, utilizando

o termo “friccdo” como sinbnimo de falha de design regulatério que pode

‘comprometer a inovagao”.
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F. Mercado paralelo e autonomia juvenil

O risco de que a regulagcdo fomente a ilegalidade é central neste argumento.
A Associagado Brasileira de Anunciantes (ABA) utiliza o termo “obrigatoriedade da
verificacdo de idade” para alertar que isso pode “incentivar os usuarios a migrarem
para jurisdicdbes menos restritivas... expondo-0s... a riscos maiores”.
A eSapiens detalha o mecanismo de evaséo, prevendo a migragdo para a “dark
web ou servigos sediados em paraisos digitais” e o estimulo ao uso de “ferramentas
como VPNs”. A Camara Brasileira da Economia Digital (camara-e.net) concorda que
o rigor excessivo pode “incentivar praticas informais”, derrotando o propdsito protetivo

da norma.

H4, ainda, uma nuance juridica e pedagogica sobre os direitos dos adolescentes
mais velhos. A Samsung articula a defesa da “autonomia progressiva”, argumentando
que adolescentes entre 16 e 18 anos, que “podem, inclusive, votar”, possuem “maior
autonomia de decisdao”. O ator defende que a afericdo ndo deve ser “meramente
restritiva”, mas possibilitar o acesso a conteudos adequados “sem necessariamente
precisar de autorizagdo do pai”. A Camara Brasileira da Economia Digital (camara-
e.net) apoia essa visdo, pleiteando um arcabouco que “respeite a autonomia das

familias” e permita escolhas proporcionais.
G. Desafios de fiscalizagao

Este argumento revela a descrenga na capacidade estatal de fiscalizagdo e a
resisténcia a opacidade corporativa. A Family Talks condiciona a eficacia da lei a agao
estatal, afirmando que “sem os quais a lei torna-se letra morta”, exigindo auditoria de
tecnologias para assegurar a “anonimizagao”. No entanto, a Strima aponta a
fragmentacao institucional como obstaculo, citando a necessidade de evitar “conflitos
de competéncia entre 6rgaos fiscalizadores (ANPD, Senacon, Ministério da Justica)”

e alertando contra “zonas cinzentas de conformidade”.

O Instituto Alana aponta a l6gica econdmica das plataformas, argumentando que
elas “frequentemente nao tém incentivo econdmico para evitar a coleta de dados
adicionais”, pois a identificacdo “alimenta seus modelos de negdcio”. O Instituto
também traz evidéncias do Australia Age Assurance Trial para alertar que uma

minoria de provedores retém dados “sob pretexto de ‘preparacao para demandas
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investigatorias™. A Coalizado Direitos na Rede reforga a critica a “pouca transparéncia
das plataformas sobre seus algoritmos”, o que dificulta a “responsabilizagdo por

falhas”.

Do lado do setor privado, uma contribuinte académica relata que as empresas
temem a “insegurancga juridica e multas desproporcionais”, demandando “diretrizes
normativas claras e uniformes” para evitar a fragmentagdo. A PROTESTE identifica
uma lacuna critica na cadeia de valor: os “aplicativos pré-instalados” que nao passam
pelas lojas oficiais, operando fora do “fluxo regulavel”’, o que “compromete a coeréncia

do sistema”.
3.8.4 Terminologia e conceitos-chave

Esta analise transversal do léxico mobilizado pelos participantes investiga a
terminologia nativa utilizada para descrever as externalidades negativas e os
obstaculos praticos a implementagcdo da verificagdo de idade. O vocabulario in
vivo revela que o fenbmeno néo é tratado apenas como um desafio técnico, mas como
um vetor de “exclusao” e “friccdo”, onde a desigualdade material e cognitiva do
usuario brasileiro € o ponto central da argumentacgao. A “exclusao digital” € o termo
estruturante, mas os participantes o refinam com uma gramatica da materialidade:
o Instituto Alana e a PROTESTE descrevem a barreira ndo apenas pela falta de
acesso, mas pela “qualidade do hardware”, citando especificamente “dispositivos com
cameras mais antigas” e de “baixa resolucdo” que geram “taxas de erro maiores”. A
exclusao é, portanto, descrita através do léxico da obsolescéncia tecnoldgica, que
penaliza quem nao possui “dispositivos modernos”. Paralelamente, a barreira
cognitiva é articulada através dos termos “analfabetismo funcional” e “literacia digital”.
A Federagdo do Comércio de SP e a Coalizdo Direitos na Rede utilizam esses
conceitos para qualificar a “competéncia técnica” das familias como insuficiente,
transformando o “consentimento parental”’em uma ficgdo juridica diante da

incapacidade real de operar as ferramentas.

No campo semantico econbmico e operacional, o termo nativo dominante é
a “friccao”. Utilizado repetidamente pelo setor privado (Zetta, CGl.br, Camara-e.net),
este vocabulario descreve a degradacdo da “experiéncia do usuario” que leva

ao “abandono do servigo”. A friccdo ndo € apenas um incObmodo, mas um custo
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quantificavel que torna a operacgao “insustentavel’. A eSapiens introduz um léxico
contabil preciso para descrever esse fenbmeno, citando valores
de “R$0,39” a “R$3,50” por validagdo, argumentando que tal custo geraria
o “encerramento das atividades”. A assimetria de mercado € descrita através de
termos como “efeitos anticompetitivos” e “barreiras de entrada”, onde a Samsung e
a BRASSCOM alertam que a exigéncia de “infraestrutura complexa” favorece a
concentracdo de mercado, uma vez que penaliza desproporcionalmente
as “PMEs” (Pequenas e Médias Empresas). A Meta, apropriando-se desse léxico,
oferece sua solugcdo centralizada como forma de diminuir essas “barreiras”,

consolidando uma narrativa de dependéncia tecnoldgica.

A ineficacia da norma e a reagcdo do usuario sdo descritas através de um
vocabulario de evasao e faléncia institucional. A Family Talks utiliza a expressao “letra
morta” para descrever uma lei sem capacidade de enforcement. A evasao do usuario
nao € descrita como crime, mas como uma migragao racional para o “mercado
paralelo” ou para “paraisos digitais”. A Associagao Brasileira de Anunciantes (ABA) e
a eSapiens empregam termos como “dark  web”, “WVPNs” e “ferramentas de
evasao” para caracterizar o efeito de a medida protetiva que empurrar o sujeito para
0 risco ndo regulado. A fiscalizagao estatal € descrita através do léxico da opacidade
e da confusdo: “zonas cinzentas”, “conflitos de competéncia” e “auséncia de
monitoramento proativo” compdem o cenario descrito pelo Instituto Alanae

pela Strima, onde a falta de transparéncia algoritmica impede a “responsabilizacao”.

Finalmente, o espectro de sentidos incorpora uma terminologia de direitos civis
emergentes, focada na “autonomia progressiva”. A Samsung e a Camara Brasileira
da Economia Digital utilizam este termo juridico para contestar a visdo da verificagéo
como um instrumento “meramente restritivo”. O vocabulario aqui foca na capacidade
civil de adolescentes entre 16 e 18 anos, mobilizando termos como “direito de
acesso”, “capacidade civil relativa” e a prerrogativa de “votar” para argumentar contra
a exigéncia de “autorizagcdo do pai”. A Electronic Frontier Foundation
(EFF) complementa esse Iéxico ao associar a verificagdo a perda de “anonimato”,
descrevendo a identificacdo obrigatéria como uma barreira para a busca
de “cuidados” e “educacao”, situando a privacidade ndo como ocultagdo, mas como
condigao para o exercicio de direitos por populagdes marginalizadas.
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A Figura 7 representa um Diagrama de Polos e Vocabulario In Vivo,
rigorosamente corrigida para refletir apenas os termos validados na analise textual da
categoria IMPACTOS E BARREIRAS (CAT_IMPACT).

Figura 7: Sintese dos temas em cada polo dos discursos sobre impactos e

barreiras

Diagrama de Polos e Vocabulario In Vivo: Categoria IMPACTOS (CAT_IMPACT)
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Este diagrama espacializa os quatro vetores de resisténcia identificados,
destacando a terminologia utilizada para descrever cada dimens&o do problema. Esta
visualizagdo demonstra que os “Impactos” ndo sao eventos isolados, mas sistemas
de linguagem que conectam a falha técnica (Vermelho) e institucional (Azul) a

inviabilidade econémica (Turquesa) e, finalmente, a evasdo da norma (Laranja).
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Quadro Comparativo: Posi¢oes sobre Impactos e barreiras (IMPACT)

= POSICOES
DI“&E&SL?;)EDE SETOR PRIVADO SOCEg:gIIEEMC:RIIL E INTERMEDIARIAS OU
CONVERGENTES
Barreira econdomica e||Barreira material e
operacional: Foco noj|cognitiva: Foco na
custo de implementacgéo||desigualdade estrutural. A||Convergéncia sobre

€ na sustentabilidade do
negocio. Argumentos de

barreira é fisica (acesso a
dispositivos com cameras de

literacia: Contribuintes de
diferentes setores

Natureza da que custos de||lqualidade) e educacionalljconvergiram no diagndstico
Barreira verificagdo (citados||(capacidade @ de  operar|de que a complexidade

valores entre R$0,39 e||sistemas complexos).|[técnica representa barreira

R$3,50 por validagdo)||Argumentos de que altanto de consumo quanto de

podem inviabilizar al||lexclusdo decorre de falhas|cidadania.

operagao de sites de alto||de design, ndo de escolha do

trafego. usuario.

Assimetria = ~

. Exclusao de populagoes ~ .
competitiva: L Solugodes centralizadas
vulneraveis: Foco no .
Argumentos de que||. . ~ _|lcomo alternativa: Algumas
P impacto sobre o cidad&o.
exigéncias complexas plataformas propuseram
) i Argumentos de que a ~ e

criam  barreiras del| 7, " . solugbes de verificagao
Impacto na exigéncia de tecnologia de .

entrada para pequenas . . centralizada como forma de
Estrutura de o ponta cria barreira de .

e médias empresas, reduzir custos para
Mercado acesso, onde apenas quem

favorecendo a ) desenvolvedores menores,

= possui documentos .
concentragao de embora isso gere debates

mercado em grandes
plataformas que ja
possuem infraestrutura.

regularizados e dispositivos
modernos consegue exercer
direitos digitais.

sobre  dependéncia de

infraestrutura.

Governanga e
Fiscalizagao

Preocupagobes com
segurancga juridica: A
auséncia de fiscalizagao
clara é apontada como
risco para as empresas.
Contribuintes citam a
falta de clareza
normativa e o conflito de
competéncia entre
orgdos estatais como
geradores de incerteza e
risco de compliance.

Preocupacgobes com
efetividade: A auséncia de
fiscalizacdo €& apontada

como obstaculo a protegao
efetiva. Contribuintes citam a
falta de  monitoramento
proativo e a opacidade dos
algoritmos como
impedimentos para que o
Estado verifique a protegao
real das criangas.

Direitos e
Autonomia do
Usuario

Experiéncia do
usuario: A autonomia é
abordada sob a ética do
consumidor.
Argumentos de que
barreiras rigidas geram
friccdo excessiva,
levando ao abandono do
servico legitimo.

Direito ao acesso e
anonimato: A autonomia é
abordada sob a otica dos

direitos humanos.
Argumentos de que a
identificagao obrigatoria
impede jovens

marginalizados de buscar

Autonomia progressiva de
adolescentes: Alguns
contribuintes  do  setor
privado alinharam-se a
defesa juridica da
autonomia progressiva de
jovens de 16-18 anos,
argumentando que essa
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DIMENSAO DE
ANALISE

SETOR PRIVADO

SOCIEDADE CIVIL E
ACADEMIA

POSICOES
INTERMEDIARIAS OU
CONVERGENTES

ajuda (saude,
anonimamente.

educagao)

faixa etaria merece
tratamento diferenciado.

Evasao e
Consequéncias

Migragao para
ambientes nhéao
regulados: A evasdo é
vista como migragéo
para jurisdicdes menos
restritivas ou mercados
informais. Argumentos
de que a regulagao pode
prejudicar quem cumpre
a norma e beneficiar
quem opera fora dela.

Exposicao a riscos
maiores: A evasado € vista
como falha do objetivo
protetivo. Argumentos de
que ao empurrar usuarios
para ambientes sem
regulagdo, a norma pode
expor criangas a riscos
maiores do que os existentes
nas plataformas reguladas.

3.9 Eixo 9: Desenho Regulatério e Governanga (REGU)

3.9.1 Visao geral e definicao do eixo

O Eixo DESENHO REGULATORIO (REGU) agrupa os argumentos sobre a
arquitetura de governanca digital. Enquanto contribuintes da sociedade civil
apresentaram demandas por taxatividade (REGU_ORIENT_DEF) e auditoria publica
(REGU_CERTIF_AUDITAB) como mecanismos de garantia de direitos e defesa de
infraestrutura publica (REGU_API_ABERTA), contribuintes do setor privado
enfatizaram a harmonizagao (REGU_HARMONIZACAO) e a
neutralidade tecnolégica (REGU_NEUTRALIDADE) para garantir flexibilidade

operacional. A convergéncia em torno do Sandbox (REGU_SANDBOX) atende a

internacional

objetivos distintos conforme o setor: para uns, representa oportunidade de testar a
protecao de direitos fundamentais; para outros, representa periodo de adequagao
gradual. A analise das demandas por prazos (REGU_PRAZOS) revela preocupagdes

tanto com seguranca juridica quanto com a efetividade da protegao.
3.9.2 Frequéncia e relevancia dos temas

A distribuicdo de frequéncia da categoria Desenho Regulatério (REGU)
evidencia uma preponderancia do cédigo REGU_ORIENT_DEF (82), que concentra
quase metade das unidades da amostra (48,8%), indicando que a demanda principal
dos participantes recai sobre a definicdo de conceitos, orientagdes e principios
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estruturantes antes da imposigao de regras operacionais. Em um segundo estrato de
relevancia, observam-se as preocupagdes com a consisténcia sistémica e a
governanga, representadas pelos cédigos REGU_HARMONIZACAO (20)
e REGU_CERTIF_AUDITAB (18), que buscam o alinhamento com marcos legais pré-
existentes e a garantia de mecanismos de auditoria externa. As questbes de
implementagao técnica e operacional compéem um bloco intermediario, abrangendo
a defesa de interoperabilidade via REGU_API_ABERTA (14) e as objec¢des aos
custos burocraticos e temporais expressas em REGU_COMPLEXIDADE (13)
e REGU_PRAZOS (11). A base da distribuicdo € ocupada por propostas de
flexibilidade tecnologica e experimentalismo, com 0s
cédigos REGU_NEUTRALIDADE e REGU_SANDBOX _registrando 5 ocorréncias
cada, sugerindo que a discussao sobre neutralidade de métodos e ambientes de teste

€ secundaria frente a necessidade de clareza conceitual.

ANALISE DE SENSIBILIDADES — TABELA REGU (DEMANDAS
REGULATORIAS)

lcéDpIGO |[FREQUENCIA||DESCRIGAO BREVE

REGU_ORIENT DEF 82 Solicitagcbes de definicbes claras, orientagbes ou

principios especificos por parte do regulador.

Argumentos sobre a necessidade de alinhamento com
REGU_HARMONIZACAO 20 legislagdo nacional (LGPD) e marcos internacionais
(GDPR, entre outros).

Propostas de acreditagéo, auditoria ou certificagdo oficial

REGU_CERTIF_AUDITAB 18 X o
- - de fornecedores de tecnologia de verificagao.
REGU APl ABERTA 14 Argumentos favE)révgis. a APIg abertas, interopgrabiljdade
- = ou documentacgao publica de interfaces de verificagao.
REGU COMPLEXIDADE 13 Pre_ocupa(;(")es com .burocracia, complexidade norm~ativa
- ou inseguranga juridica decorrente da regulamentacao.
REGU_PRAZOS 11 Solicitagbes de extensdo de prazos, periodo de caréncia

ou implementacgao gradual das obrigacdes.

Argumentos de que a regulamentacdo ndo deve
REGU_NEUTRALIDADE 5 prescrever tecnologias especificas, mantendo
neutralidade tecnoldgica.

Propostas de ambientes de teste experimentais (sandbox
regulatério) ou projetos-piloto.

REGU_SANDBOX 5

ITOTAL | 168 ||

Note-se a alta prevaléncia de REGU_ORIENT_DEF (quase 50% dos dados),
indicando uma forte demanda por clareza conceitual antes da implementacéao técnica.
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3.9.3 Principais argumentos

A. Orientagoes e definigoes claras

A analise demonstra que ndo ha consenso sobre o que significa “regular bem”
nesse contexto. A PROTESTE articula uma defesa veemente de uma regulagao
baseada em principios (“orientada a metas”), argumentando que “um marco orientado
a principios... tende a gerar resultados mais consistentes” do que regras rigidas que
se tornam obsoletas. A Camara Brasileira da Economia Digital (camara-e.net) alinha-
se a essa visdo, mas com um viés de mercado, alertando que “regulagdes
excessivamente prescritivas tendem a gerar custos elevados... sem ganhos
concretos”. O ponto de convergéncia aqui € a rejeicdo ao modelo “tamanho unico”

(one-size-fits-all).

A principal demanda regulatéria n&do € por auséncia de regras, mas por uma
definicdo estrita que delimite o campo de responsabilidade. O CGl.br constréi o
sentido da regulacdo como um mecanismo de contengdo de danos, argumentando
que a norma deve ser “enfatica ao garantir e comprovar que a afericdo etaria seja
utilizada estritamente de acordo com a LGPD, impedindo a proliferacdo de bases de
dados indevidas”. Para este ator, a definicdo clara serve para barrar o “uso
indiscriminado de biometria”. Em concordancia, a eSapiens exige “requisitos
regulatérios claros para o uso de biometria... associados a mecanismos robustos de
fiscalizagao”, invocando a LGPD como o parametro de legitimidade que a ANPD deve

fiscalizar.

Contribuintes do setor privado também demandaram defini¢ées claras, com
énfase na delimitagdo do escopo da lei a cenarios de alto risco, argumentando pela
necessidade de seguranga juridica e proporcionalidade. A Roku, por
exemplo, argumenta que a regulamentacao deve trazer “dispositivos expressos” que
estabelegcam “a verificacdo como medida formal, restrita a contextos de alto risco”,
rejeitando critérios uniformes. A Zetta reforga essa viséo, alertando que se deve “evitar

critérios subjetivos ou amplos que possam levar a verificagdes generalizadas e

desproporcionais”.
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A Coalizao Direitos na Rede e o Instituto Alana disputam o sentido desses
principios. Para eles, “principios” nao significam flexibilidade total, mas sim adeséao
estrita a “minimizacdo de dados” e a “protecédo integral” do ECA. O Alana introduz o
conceito de “neutralidade do processo” como um principio de design, onde a
verificagdo deve ser invisivel para quem verifica (a plataforma ndo sabe quem é) e
para quem é verificado (o usuario nao sente friccdo desnecessaria). A Zetta tenta
capturar o principio da “proporcionalidade” para argumentar que pequenas empresas
devem ter obrigagdes menores, transformando um principio juridico em uma

estratégia de defesa comercial.

O Instituto Alana introduz uma disputa seméantica fundamental dentro deste
cddigo, propondo a necessidade de “repensar o uso do vocabulario técnico”. O Alana
argumenta que o termo “afericdo etaria” € hermético e “soa pouco acessivel”,
sugerindo a substituicdo por “prova de idade” ou “garantia de idade” para tornar a
comunicagao “mais clara e favorecer a compreensao publica”. Os objetivos da clareza
normativa variam entre os contribuintes: enquanto o setor privado enfatizou a
previsibilidade para conformidade regulatéria, organizagbes da sociedade civil

enfatizaram a transparéncia como instrumento de accountability publica.
B. Certificagao e auditoria

A exigéncia de auditoria revela uma profunda desconfianga na autodeclaragao
das plataformas. O CGl.br estabelece que a “expectativa regulatéria” & que
operadores “demonstrem, e ndo apenas declarem, o atendimento a legislagao”,
recomendando “registros verificaveis” e “auditoria independente”. O termo chave
€ “demonstrar’. A Yoti traz um detalhamento técnico rigoroso para essa
demonstracdo, indicando “auditores independentes, hacking ético, programas de
recompensas” e certificagdo anual por terceiros acreditados. A Yoti ndo pede apenas
regras, pede policiamento técnico_ (“penalidades claras para o ndo cumprimento”).
O Instituto Alana vai além nessa demanda ao exigir “controle social”’, argumentando
que deve haver “transparéncia publica sobre relatérios de auditoria e painéis de
desempenho, sujeitos ao escrutinio e controle da populagdo”. Para a sociedade civil,

a auditoria ndo € um processo burocratico interno, mas uma ferramenta politica

de responsabilizagéao.
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Uma contribuinte académica propbe a institucionalizacdo dessa confianga
através da “criacdo de um selo ou certificagdo nacional de conformidade... com
auditoria regulatéria da ANPD”. O CTS-FGV expande essa ideia para um mercado
regulado de confianga, sugerindo que “empresas privadas poderiam ser auditadas e
certificadas pela Administracdo Publica”, criando um ecossistema de “verificacéo
como Servigo (VaaS)’. O CTS-FGV sugere que o Estado atue como certificador,
criando um mercado de “terceiros de confianga” auditados publicamente. O Match
Group (Tinder) concorda com a auditoria, mas foca na “limitag&o estrita de finalidade”,
exigindo que auditores verifiquem especificamente se os dados nao estdo sendo
usados para lucro ou treino de |IA. A Brasscom, contudo, silencia sobre auditorias
obrigatérias, preferindo falar em “boas praticas”, sugerindo resisténcia a custos de

compliance externo.

A Yoti, posicionando-se como fornecedora dessa confianca, defende que
tecnologias de estimativa facial sejam aceitas “quando testados independentemente
quanto a imparcialidade e resisténcia a falsificagao”, transformando a auditoria em um
requisito de entrada de mercado que favorece empresas especializadas em

detrimento de solugdes caseiras das plataformas.
C. Sandbox regulatério

O Sandbox Regulatério emerge como um ponto de convergéncia raro.
O Instituto Alana defende a “Adocgao progressiva e sandbox regulatério” para testar
“‘métodos inovadores... antes da padronizacao obrigatoria”. A Federagao do Comércio
de SP e a Coalizdo Direitos na Rede convergem na defesa de “testes, pilotos e
sandboxes” para experimentar solugbes antes da obrigatoriedade geral.
A BRASSCOM vé no sandbox uma forma de testar as famosas Zero-Knowledge
Proofs sem o risco de inviabilizar o negécio (“favorece a experimentagao
responsavel”). E a proposta de “aprender fazendo” em ambiente controlado, mitigando

o risco de colapso sistémico na implementagao nacional.

Para a sociedade civil, 0 sandbox é um laboratério para testar a segurancga e a
privacidade (ver se o ZKP funciona); para a industria, € um porto seguro (“safe harbor”)

para desenvolver solugdes “sem risco imediato de san¢cao”. Embora concordem com
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o instrumento, seus objetivos finais divergem: uns querem provar a viabilidade da

privacidade, outros querem provar a inviabilidade da rigidez.
D. APIs abertas

A discussao sobre APIs transcende a técnica e torna-se um debate sobre quem
controla os trilhos da verificacdo. O Instituto Alana defende um modelo estatista de
“Blind APIs e Integracdo Federada com Sistemas Publicos”, onde o Estado
disponibiliza “APls de acesso cego a registros governamentais... mantendo a
soberania nacional de dados”. Essas APIs seriam conectadas a registros
governamentais. A proposta € que o Estado disponibilize infraestrutura para que
empresas verifiquem atributos (ex.: “esta matriculado na escola?”) sem ver o dado
bruto. Isso é descrito como forma de manter a “soberania nacional de dados”.
A FNPETI reforga essa visdo sob a ética da inclusdo econémica, argumentando ser
“crucial pensar em solugdes publicas, gratuitas... preferencialmente por meio de APls
publicas”, para permitir que pequenos desenvolvedores e projetos de software livre

sobrevivam.

Em contraste, grandes empresas propdem infraestruturas proprietarias ou
controladas pelo sistema operacional. A Apple promove sua “Declared Age Range
API’, enquadrando-a como uma ferramenta em que “os pais podem permitir que seus
filhos compartiihem a faixa etaria”. A Meta descreve a “API de ldade” como uma
‘interface a nivel de sistema que fornece automaticamente a faixa etaria”,
argumentando que isso “garante que terceiros nao estejam envolvidos no processo”.
Ha aqui uma disputa de arquitetura: a sociedade civil quer APIs publicas para garantir
soberania e custo zero; as plataformas querem APIs de sistema (OS) para manter o

controle do ecossistema e evitar a fricgdo de verificadores externos.

A Associagdo Brasileira de Anunciantes (ABA)tenta mediar esse conflito
propondo “padrdes interoperaveis” e “componentes publicos, modulares” para evitar
a dependéncia de um unico fornecedor, alinhando-se parcialmente a visdo de
infraestrutura publica da FNPETI, defendendo “solugbes publicas, gratuitas... e de
cbdigo aberto” para incluir pequenos desenvolvedores. O argumento € econémico e
social: se a verificacao for cara e proprietaria, apenas grandes players sobreviverao.
A Meta e a Apple tentam capturar essa demanda apresentando suas proprias APIs
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(Declared Age Range API, Play Age Signals) como a solugao padrao de mercado que

jaresolve o problema.
E. Harmonizagao normativa

A harmonizacao internacional € construida pelos atores como uma espécie de
selo de validagao técnica e politica. A Yoti, interessada em exportar seu modelo de
negocio, satura o discurso com referéncias ao Reino Unido e Australia, citando que a
“Forgca-Tarefa Australiana de Tecnologia de Garantia de ldade concluiu que a
estimativa da idade facial atingiu a maturidade técnica”. A empresa argumenta que
reguladores como o ICO e Ofcom “reconhecem a predicdo de idade como um
método... valido e ‘altamente eficaz’”, tentando naturalizar no Brasil o consenso
técnico que alega existir na Europa. A Meta adere a essa estratégia de legitimagéao
externa, afirmando que “Reguladores como o ICO e Ofcom do Reino Unido
reconhecem a predicdo de idade” como forma de validar seu uso de IA para

classificagao de adultos.

A Claro S.A. e aFederacdo do Comércio de SP (Fecomercio) utilizam a
harmonizacado para defender a flexibilidade. A Claro cita a 5Rights Foundation e
a Data Protection Commission (DPC)da Irlanda para sustentar que “a
proporcionalidade € o eixo central” e que “ndo ha modelo unico aplicavel”. A
Fecomercio invoca o modelo europeu “EUConsent’ e o “Blueprint for Age Verification
Solution” para defender uma arquitetura “descentralizada e open source’,

contrapondo-se indiretamente aos modelos proprietarios das grandes empresas.

O Instituto Alana utiliza a autoridade da CNIL francesa para legitimar suas
propostas, argumentando que “considera-se proveitoso comparar os parametros
internacionais... valorizando a sintese elaborada pela ANPD”. A citacdo da CNIL serve
como ancora de legitimidade: se a Franga faz, o Brasil tem respaldo para fazer. Ainda
assim, o Instituto Alana traz a ressalva de soberania. Embora reconhega que “varias
autoridades de regulagao ao redor do mundo chegaram a resultados semelhantes”, o
instituto defende “valorizar a sintese elaborada pela ANPD, incorporando-lhe ajustes
e aperfeicoamentos”, recusando uma transposicdo mecanica das normas
estrangeiras e priorizando o fortalecimento da agéncia brasileira. A harmonizagao

internacional € descrita como imperativo de sobrevivéncia econémica e técnica.
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A PROTESTEe aBRASSCOM expandem esse argumento para a
interoperabilidade de mercado. A BRASSCOM alerta que a fragmentacgao regulatéria
(regras brasileiras muito diferentes das globais) isolaria o pais, encarecendo a
operacao de empresas multinacionais e dificultando a entrada de inovacédo. O Setor
Privado via camara-e.net usa a harmonizagao como uma defesa, argumentando que
o Brasil deve adotar padrées como W3C Verifiable Credentials e ISO/IEC 27566 para

garantir que o sistema nacional converse com o mundo.
F. Prazos de implementagao

A discussdo temporal €& pragmatica. O Setor Privado (representado
por Zetta, Camara-e.net) pede regimes de transicdo longos. O argumento nao é de
recusa, mas de viabilidade: “implementar verificagdes robustas exige tempo de
engenharia”. Pedem-se “janelas de adequacédo” e implementagdo escalonada
(comecar por grandes plataformas, depois médias). A Sociedade Civil tende a aceitar
prazos razoaveis, desde que nao virem procrastinagao indefinida, focando mais na
qualidade da solugéo final do que na pressa de uma implementacado malfeita que gere

vazamentos.

A Electronic Arts (EA) € extremamente prescritiva, solicitando um “prazo de
cumprimento de doze meses apds a emissao do decreto”, argumentando que o prazo
atual da lei (margco de 2026) “may be insufficient’. A Google reforgca essa tatica
dilatéria ao defender que a fiscalizagdo “somente ocorra apds a publicagdo de
diretrizes finais e claras... e sO considere a fiscalizacdo apds a publicagdo da
orientacao final”. O setor privado constréi o argumento de que agir antes da regulagéo

final da ANPD gera “inseguranca juridica” e “expectativas regulatérias inconsistentes”.

A Federagao do Comércio de SP propde “modelos graduais e escalonados de
implementagao”, sugerindo que a adequagao néo deve ser um evento unico, mas um
processo progressivo. A PROTESTE concorda com a necessidade de “periodos de
transicdo adequados”, mas alerta que isso ndao pode servir para a “adogao

improvisada de solugdes pouco confiaveis”.
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G. Critica a complexidade

O setor privado apresentou argumentos de que a complexidade regulatoria
representaria risco a economia digital. A Zetta e a Camara Brasileira da Economia
Digital alertam que “modelos regulatérios uniformes... podem gerar custos
desproporcionais, prejudicando a inovagdo e a propria concorréncia’.
A Kaspersky argumenta  especificamente que “mandatos  excessivamente
prescritivos... podem criar barreiras, especialmente para startups”. Este argumento

constréi a regulagao rigida como inimiga da diversidade de mercado.

A Strima introduz um argumento consequencialista baseado em evidéncia
empirica negativa, citando que “o provedor suico Proton VPN relatou um aumento de
1.800% nos cadastros” apos o Online Safety Act no Reino Unido. O ator usa esse
dado para argumentar que a rigidez cria “um mercado paralelo de ‘VPNs infantis”,
tornando o sistema “ineficaz”’. A complexidade, neste discurso, ndo gera protecao,

mas evasao.

A Microsoft introduz uma critica técnica ao modelo de “duas cancelas”
(verificacdo no OS + verificagdo no App), argumentando que essa redundancia nao
minimiza riscos, mas adiciona “fatores de risco” e complexidade desnecessaria. O
consenso no setor privado é que a complexidade regulatoria é inimiga da seguranga

efetiva, pois empurra o usuario para a ilegalidade ou para plataformas néo reguladas.

O Instituto Alana reconhece o problema do custo, mas propdée uma solucao
assimétrica: “os custos de conformidade ndo devem barrar o desenvolvimento...
sendo necessaria uma analise assimétrica e responsavel”’, defendendo gratuidade
para O usuario € menores encargos para pequenos agentes, sem renunciar a

exigéncia para os grandes.
G. Neutralidade tecnolégica

A defesa da neutralidade tecnolégica é defendida pelo Setor Privado como forma
de evitar a obsolescéncia e o dirigismo estatal. A Federagdo do Comércio de
SP argumenta que “somente por meio de abordagem... tecnicamente neutra sera
possivel garantir... a competitividade”. A Electronic Arts solicita explicitamente

“flexibilidade nos métodos de garantia de idade”, argumentando que permite uma
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gama de opgdes seguras para que 0s mecanismos “permanegam tecnologicamente
neutros... e adaptaveis a inovagao”. A Electronic Arts também reforgca que regulagdes
estaticas sobre métodos especificos (“métodos de garantia de idade excessivamente
prescritivos...”) correm o risco de se tornarem obsoletas rapidamente. O principio
defendido é: o regulador define o resultado (ndo deixar crianga entrar), a empresa
define a tecnologia (como impedir). A BRASSCOM ecoa esse posicionamento,
recomendando “fortemente que a regulamentacdo secundaria brasileira nao

especifigue métodos precisos”.

Este codigo funciona como uma vacina contra a imposi¢ao de solugdes estatais
(como o Gov.br obrigatério) ou biométricas caras. Contribuintes do setor privado
sugerem manter o direito de escolher o método “mais adequado e pertinente ao
contexto”, o que na pratica significa manter a porta aberta para métodos de menor
friccdo (como inferéncia ou autodeclaracao reforgcada) em detrimento de verificagdes

documentais rigidas.
3.9.4 Terminologia e conceitos-chave

O vocabulario in vivo organiza-se em torno de disputas seméanticas sobre a

natureza da obrigacéo, a fonte da autoridade e a viabilidade temporal da adequagéo.

No campo da definicdo normativa, observa-se uma tensao lexical entre termos
de restricao e termos de ampliagdo do escopo regulatorio. Atores do setor privado
utilizam recorrentemente locugcbes como “dispositivos expressos” e “medida
formal” para qualificar a verificagdo de idade, associando-as a termos restritivos
como “contextos de alto risco”. Contribuintes do setor privado utilizaram termos como
'dispositivos expressos' e 'contextos de alto risco', argumentando contra ‘critérios
subjetivos ou amplos' que gerariam inseguranga juridica. Em contrapartida, 6rgaos
gestores e académicos mobilizam o I1éxico da “garantia” e da “comprovagao”, exigindo
que a norma seja “enfatica”. O Instituto Alana introduz uma disputa terminolégica
direta ao propor a substituicao do termo “aferigdo etaria”, classificado como hermético,
por “prova de idade” ou “garantia de idade”, buscando deslocar o sentido de um

procedimento técnico para um direito assegurado.

A autoridade regulatéria é disputada através de um vocabulario de validagéo

externa versus soberania interna. O Iéxico do setor privado apresenta referéncias a
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entidades estrangeiras, citando “ICO”, “Ofcom” e “DPC da Irlanda” como fontes
de “reconhecimento” e “validade”. O uso de termos como “tecnicamente
madura” e “altamente eficaz” ao referir-se a normas do Reino Unido indica uma
tentativa de naturalizar padrdes externos. Por outro lado, o vocabulario da sociedade
civil enfatiza a “sintese elaborada pela ANPD” e a “soberania nacional de dados”,
utilizando termos como “valorizar” e “ajustes” para descrever a relagdo com normas
internacionais, rejeitando a transposigdo automatica. A infraestrutura é descrita por
este grupo através de termos como “emissor raiz”, “integragao federada” e “APls de
acesso cego”, enquanto o setor privado prefere a “neutralidade tecnoldgica” e
a “flexibilidade”, associando a especificacdo técnica a “barreiras” e “custos

desproporcionais”.

A temporalidade e a conformidade econémica geram um |éxico especifico de
urgéncia e dilagdo. O setor privado emprega termos como “inseguranga
juridica”, “expectativas inconsistentes” e “mandatos excessivamente
prescritivos” para caracterizar a aplicagao imediata da lei. A expresséao “twelve-month
compliance period” e a exigéncia de “diretrizes finais” funcionam como marcadores
temporais que condicionam a agao a certeza absoluta. Em contraste, o vocabulario
da sociedade civil foca no “controle social”’ e no “escrutinio”, ressignificando a
transicdo ndo como espera, mas como periodo de “adogdo progressiva’. O
termo “sandbox regulatorio” aparece como um ponto de convergéncia lexical, mas é
descrito com finalidades distintas: para a industria, € um espaco de “flexibilidades
normativas” e “sem risco imediato de sanc&o”; para a academia e ativistas, € um locus
de “experimentacao responsavel” para calibrar a prote¢ao. O vocabulario in vivo desta
categoria, portanto, transita entre a linguagem da imunidade juridica (“safe
harbor’, “barreiras”) e a linguagem da responsabilidade publica

(“auditavel”, “soberania”).

A Figura 8 apresenta a sintese dos temas em cada polo dos discursos sobre

regulacéo.
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Figura 8: Sintese dos temas em cada polo dos discursos sobre regulagao

ESPECTRO DE TENSAO SEMANTICA: O VOCABULARIO NATIVO DA REGULAGAO

Andlise Qualitativa do Léxico 'In Vive' e Enquadramento Discursivo (CAT_REGU)

INTENCIONALIDADE
DO MERCADO

CLAREZA COMO LIMITAGAO

VALIDAGAQ TECNICA EXTERNA

LIBERDADE DE MERCADO

PRUDENCIA/ DILAGAQ

[ DEFINIGAO NORMATIVA ]

“Dispositives expressos™

"Medidaformal*

“Restrita a alto risco™

"Critérios subjetivos®(evitar)

“Enfética”

‘Garantia de idade”

‘Estritamente”

*Prova de idade”

{ FONTE DE AUTORIDADE J

"Reconhecimento (ICO/Qfcom)”

“Tecnicamente-madura”

"Altamente eficaz”

"Padroes internacionais™

*Sinteseelaborada pela ANPD"

“Soberania nacional de dados”

“Valorizar ajustes”

*Autonomia”

[ INFRAESTRUTURA ]

"Neutralidade tecnologica™

‘Flexibilidade™

“Barreiras™

“Custos desproporeionais®

*EmissorRaiz"

“Blind APIs"

“Integragao federada”

*Auditavel / Escrutinio”

L TEMPORALIDADE J

“Insegurangaduridica®

“12-month compliance period”

‘Diretrizes finais™

‘Mandatos prescritivos™

*Adogaoprogressiva®

*Sandbox regulatorio”

“Experitnentagao responsavel”

“Controle social”

INTENCIONALIDADE
DA SOC. CIVIL

CLAREZA COMO GARANTIA

SOBERANIA REGULATORIA

CONTROLE PUBLICO

URGENCIA RESPONSAVEL

Fonte: produgao prépria

Esta visualizagdo opera como um diagrama de forgas lexicais.

1. O Eixo da disputa (centro): a coluna central identifica
os conceitos neutros (definicdo, Autoridade, Infraestrutura, Temporalidade)
que estao sendo debatidos. A linha tracejada cinza representa a fronteira onde

a regulagao tenta se equilibrar.
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2. Perspectiva A (Azul - Esquerda): Representa contribuintes que
enfatizaram previsibilidade e flexibilidade operacional. Os termos recorrentes
incluem 'medida formal’, 'contextos de alto risco', 'neutralidade tecnologica'. Os

argumentos associados enfatizam a necessidade de seguranca juridica.

3. Perspectiva B (Vermelho - Direita): Representa contribuintes
que enfatizaram salvaguardas e controle publico. Os termos recorrentes
incluem 'garantia enfatica’, 'soberania de dados', 'emissor raiz'. Os argumentos

associados enfatizam a necessidade de auditoria independente.

4. O Vocabulario “in vivo”: Os termos em italico sao citacdes
literais dos participantes. A visualizagdo prova que palavras como
“‘Harmonizac¢ao” (Industria) e “Soberania” (Sociedade Civil) sdo usadas para

descrever o mesmo fendmeno (relagdo com normas externas), mas com

vetores de forga opostos.
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4. ANALISE ESTRUTURAL E CONTEXTUAL

O quadro abaixo organiza as tensdes identificadas na dinédmica de interesses no

processo regulatério da verificagao de idade.

Quadro Comparativo: Posi¢oes sobre Desenhos regulatérios (REGU)

DIMENSAO DE
ANALISE

SETOR PRIVADO

SOCIEDADE CIVIL E
ACADEMIA

SINTESE DAS
DIVERGENCIAS

Defini¢ao
Normativa

Clareza como previsibilidade:
Argumentos  de que a
taxatividade é necessaria para
restringir o escopo da lei a
cenarios de alto risco, criando
zonas de nao incidéncia. A
subjetividade normativa é
apontada como geradora de
inseguranga juridica.

Clareza como garantia:
Argumentos de que a
definicdo estrita € necessaria
para impedir usos nao
autorizados de biometria e
garantir a finalidade da coleta.
A taxatividade é defendida
como mecanismo de limitagao
da coleta de dados.

Ambos os setores
defendem clareza
normativa, mas
com objetivos
distintos:
previsibilidade para
conformidade
versus limitacéo de
praticas de coleta.

Fonte de
Autoridade

Padroes internacionais:
Argumentos favoraveis a
adocgao de tecnologias ja aceitas
por reguladores estrangeiros
(Reino Unido, ICO), citando a
experiéncia internacional como
indicador de maturidade técnica.

Adequacdo ao contexto
nacional: Argumentos de que
a ANPD deve criar modelo
adaptado a realidade
brasileira, priorizando
infraestrutura publica sobre
solugdes importadas.

Divergéncia sobre a
referéncia
preferencial:
padroes
internacionais
consolidados
versus modelo
nacional autbnomo.

Infraestrutura
e Método

Neutralidade tecnolégica:
Argumentos favoraveis a
flexibilidade e livre escolha de
métodos, sustentando que a
imposigcao de tecnologia
especifica cria barreiras a
inovagao e custos
desproporcionais.

Infraestrutura publica:
Argumentos favoraveis a APls
publicas, integracédo federada
e arquitetura que garanta que
dados ndo fiquem sob
custddia exclusiva de
empresas privadas.

Divergéncia sobre o
papel do Estado:
estabelecer
requisitos minimos
sem prescrever
solugdes versus
prover
infraestrutura
publica
verificagao.

de

Governanga e
Auditoria

Certificagao técnica: A
auditoria é proposta como
validacao técnica por
laboratdrios independentes para
atestar conformidade. Foco na
acuracia dos algoritmos e testes

de viés.

Transparéncia e prestacao
de contas: A auditoria é
proposta como mecanismo de
transparéncia publica, com
publicagdo de relatérios que
permitam escrutinio pela
sociedade, ndo apenas pelo
regulador.

Divergéncia sobre o
objetivo da
auditoria:
certificagcao
conformidade
técnica versus
transparéncia
publica
accountability.

de

e

Temporalidade
e
Implementacgao

Implementacgao gradual:
Argumentos de que a aplicacao
imediata gera inseguranca
juridica, solicitando diretrizes
claras e prazos adequados
como pré-requisitos para
fiscalizagéo.

Prazos com compromisso:
Argumentos de que prazos de
transicdo sao necessarios,
mas ndo podem justificar
inagao ou adogao superficial.
Defesa de que custos de
conformidade ndo devem
gerar assimetria entre

Divergéncia sobre a
calibragem
temporal:  prazos
mais longos para
seguranga juridica
versus prazos que
nao posterguem a
protecao efetiva.
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DIMENSAO DE SOCIEDADE CIVIL E SINTESE DAS
ANALISE SETOR PRIVADO ACADEMIA DIVERGENCIAS

grandes e pequenas
plataformas.

4. Comparacao de Propostas de Modelos de Aferigao

A maior parte dos participantes apenas discorreu sobre os métodos de afericao
existentes, muitos tomando como base o Radar Tecnoldgico da ANPD, ou tecnologias
que empresas especificas empregam. No entanto, poucos propuseram como estes
métodos poderiam ser combinados ou utilizados na arquitetura da verificacdo de
idade.

A analise a seguir apresenta as principais linhas especificas de verificagao, a
partir das propostas da Meta, do Instituto Alana, do Google, CGl.br e e-Sapiens,

detalhando os aspectos técnicos e a cadeia de responsabilidades de cada modelo.
4.1 Consensos identificados

Embora os modelos regulatérios identificados partam de abordagens técnicas e
conceituais diferentes, a analise transversal da categoria Desenho Regulatério revela
a existéncia de um nucleo comum de viabilidade politica, onde os interesses do setor
privado e da sociedade civil convergem pragmaticamente, permitindo ao regulador

avancar sem resisténcia estrutural.

No plano técnico, estabelece-se um consenso sobre a necessidade de
interoperabilidade via interfaces de programacgao de aplicagdes (APIs), rejeitando-se
a viabilidade de sistemas isolados. Para o mercado, essa padronizagcdo via APls
representa uma estratégia de eficiéncia econémica e redugéo de custos operacionais,
permitindo o aproveitamento da infraestrutura ja estabelecida pelos sistemas
operacionais; simultaneamente, para a sociedade civil, a mesma arquitetura é
defendida como mecanismo de democratizacao, viabilizando o acesso de pequenos
desenvolvedores a validadores publicos, como o Gov.br, e garantindo a auditabilidade

externa.

Metodologicamente, observa-se uma unanimidade na rejeicdo de regras
uniformes (one-size-fits-all), consolidando a matriz de risco como o instrumento

ordenador da verificagao. Contribuintes do setor privado apoiam a escalabilidade das
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exigéncias conforme o risco para evitar friccdes desnecessarias em aplicagdes de
baixo potencial ofensivo, preservando a usabilidade, enquanto a sociedade civil adere
a mesma légica sob a 6tica da minimizagado de dados, argumentando que a coleta

intensiva de informagdes é injustificavel onde ndo ha perigo real e imediato.

No aspecto temporal, o instituto do sandbox regulatério emerge como ponto de
concordancia absoluta, fundamentado na premissa de que a testagem deve preceder
a sancgao. O setor privado manifestou interesse em sandboxes para desenvolvimento
e teste de solugdes, ao passo que as organizagoes de defesa de direitos visualizam
no sandbox a oportunidade de verificar empiricamente se as solugdes propostas

preservam, de fato, a privacidade dos usuarios antes de sua massificacao.

Por fim, no ambito da governanga, ambos os setores exigem seguranca juridica
e diretrizes definitivas antes do inicio da fiscalizagcdo, diante da necessidade de
clareza normativa. O mercado busca protecao contra passivos juridicos decorrentes
de interpretacdes divergentes, enquanto a sociedade civil visa evitar a fragmentagao
técnica que poderia enfraquecer a eficacia da protecdo. Diante deste cenario de
convergéncia, essas convergéncias indicam viabilidade para que a regulamentagao
estabelega APIs como padrao técnico, estabelecer niveis graduais de risco, instituir
regimes de sandbox imediatos e publicar guias técnicos orientadores, consolidando

uma base normativa estavel e politicamente sustentavel.
4.2 Divergéncias identificadas

A analise das proposi¢des revela a identificacdo de trés modelos regulatorios
distintos, cada um articulando uma filosofia de governanca, um conjunto de

expectativas técnicas e uma estrutura de responsabilidades.

O primeiro paradigma, denominado regulagao principiolégica, é sustentado
pelo grupo de contribuintes do setor privado composto por Meta, Google, Microsoft,
EA, Camara-e.net e Brasscom. A filosofia central deste modelo postula que cabe ao
Estado definir principios orientadores gerais, enquanto o mercado deve reter a
discricionariedade para definir os meios técnicos de implementagdo. A demanda
fundamental é por uma estrutura normativa baseada em diretrizes flexiveis e ndo em
regras prescritivas, garantindo as empresas autonomia na avaliagao de risco. O efeito

pratico desta abordagem é a consolidagdo do controle técnico nas camadas de
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infraestrutura, especificamente nos Sistemas Operacionais e Lojas de Aplicativos,
atribuindo a essas empresas fungao de verificagao centralizada dos sinais de idade e
conferindo protagonismo a aprovagao parental como mecanismo de conformidade.
Este grupo manifestou oposigao a rigidez normativa e a redundancia de verificagdes.
A contribuicdo da Meta propds centralizagdo no sistema operacional, modelo que
reduziria obrigagdes no nivel da aplicagdo. Em termos de implementagéo, exigem um
periodo de vacatio legis estendido (12 meses) e o fomento a sandboxes regulatérios,
opondo-se a imposicao de solugdes unicas ou a fiscalizagao punitiva durante periodos
de instabilidade técnica. Nota-se uma nuance estratégica onde a contribuigao da Meta
propde centralizagcao no sistema operacional, o que teria como efeito pratico a redugao
de obrigagbes no nivel da aplicagdo, enquanto a Microsoft indicou disponibilidade para

atuar como infraestrutura, condicionada a clareza sobre o regime de responsabilidade.

Em contraposi¢gdo, o modelo de auditoria e soberania, defendido pela
sociedade civil e 6rgdos de governancga (Instituto Alana, CGl.br, FNPETI, Idec),
estabelece os sistemas de verificagdo sejam submetidos a auditoria independente. O
principio orientador € a de que o Estado deve garantir a soberania digital e a
auditabilidade externa dos sistemas. As demandas concentram-se na exigéncia de
auditorias algoritmicas de vieses e na certificagdo rigorosa de fornecedores por
terceiros independentes. Espera-se a construgcdo de uma infraestrutura publica
baseada em blind APIs e solugdes gratuitas integradas a bases governamentais,
rejeitando-se modelos de negdcios baseados na monetizagdo de dados ou que gerem
interdependéncia indevida com entes privados. O modelo prescreve o controle social
e a certificacdo como imperativos, vetando a confianga na autoavaliagao corporativa
e a retencdo de dados biométricos. O efeito sistémico desta proposta é o
fortalecimento da privacidade e da governanca publica, ainda que imponha custos
elevados e prazos de implementacio dilatados para a maturagdo da infraestrutura
estatal (Gov.br).

Uma terceira via constitui o modelo de harmonizagao técnica, articulado pelos
fornecedores de tecnologia de identidade (Yoti, Match Group, Unico). Este paradigma
fundamenta-se na adogao de padrdes globais e na certificagdo independente como
mecanismos de legitimagdo. O objetivo € fomentar um mercado de terceiros de
confianga (/D Techs) através da validagdo de tecnologias biométricas certificadas,
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como o reconhecimento facial com prova de vida (liveness). As demandas giram em
torno do alinhamento com estandares internacionais para evitar a fragmentagao
regulatoria — regras peculiares locais — e a subjetividade nos critérios de
fiscalizagdo. Este grupo defende a eficacia medida por resultados e a estrita limitagéo
de finalidade no uso de dados, opondo-se tanto ao banimento principiolégico da

biometria quanto a exigéncia de documentos oficiais para todas as interagoes.

A intersecao destes modelos regulatorios com as opgdes de arquitetura revela
trés configuragcdes de poder distintas. A combinagdo do Modelo Principiolégico com
a centralizacdo na Loja de Aplicativos representa a arquitetura preferencial dos
provedores de aplicacdo de internet: ao defender principios flexiveis e a nao
redundancia, legitima-se a verificagdo exclusiva no sistema operacional,
transformando Apple e Google em “cartérios digitais” e eximindo os aplicativos de
responsabilidade direta, embora essa arquitetura ignore a falha estrutural do
compartiihamento de dispositivos, obscurecida pela autoavaliagdo de risco.
Alternativamente, a fusdo do Modelo de Auditoria com a Responsabilidade em
Cadeia visa a Soberania Digital: a exigéncia de quebra da “caixa preta” das lojas e a
demanda por Blind APIs forcam uma arquitetura federada onde a verificagdo ocorre
via infraestrutura publica (Gov.br) e ZKP, enfrentando, contudo, o obstaculo da
complexidade técnica de implementacdo. Por fim, a articulacdo do Modelo de
Harmonizagao Técnica com a figura do Terceiro Validador resulta na terceirizagao
do risco: ao estabelecer padrdes de eficacia de alta precisdo que as lojas de
aplicativos ndo conseguem atender genericamente, obriga-se o aplicativo a contratar
validadores externos especializados, estabelecendo um mercado de provedores de
verificagcao, cuja tensao reside em preocupacdes manifestadas por organizagdes da

sociedade civil quanto a solug¢des biométricas privadas nao auditadas publicamente.
4.2.1. Modelo da garantia de idade centralizada

Este modelo foca na verificacdo a nivel estrutural do ecossistema para evitar

redundancia de dados.

Funcionamento Técnico: Utiliza uma API de Idade que transmite sinais ou

faixas etarias calculadas a partir da data de nascimento registada na conta do
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dispositivo. Implementa a Prevengao de Inferéncia de Aniversario, mantendo o

sinal antigo por um tempo aleatorio apos a data real para proteger a privacidade.
Cadeia de Responsabilidades:

e Loja/SO: Atua como o verificador raiz através de planos de telefonia 18+,
cartdes de crédito ou integracdo com o Gov.br. Fornece a API segura

para os apps.

e Pais: Configuram a conta e estabelecem o vinculo, confirmando a idade
do filho no dispositivo. Aprovam ou negam downloads via notificagdes

remotas.

e Desenvolvedor de App/App: Integra a APl e configura experiéncias
padrao apropriadas a partir do sinal recebido. Deve monitorizar sinais

conflituantes internos.
4.2.2 Modelo do método cachoeira (Cascata), Instituto Alana

Propde uma sequéncia légica baseada no risco, priorizando a minimizagcéo de

dados.

Funcionamento Técnico: Aplica métodos do menos para o mais invasivo
(inferéncia -> estimativa -> verificagao deterministica). O foco principal sdo as Provas

de Conhecimento Zero (ZKPs) para provar a idade sem revelar a identidade civil.
Cadeia de Responsabilidades:

¢ Loja/SO: Deve oferecer suporte a perfis individuais ou maquinas virtuais

alternativas no mesmo aparelho para isolar ambientes de criangas.

e Pais: Consentimento em cinco etapas: (1) identificagcdo do responsavel;
(2) confirmacgao do vinculo; (3) captura do consentimento informado; (4)

comunicagdo segura via token; (5) possibilidade de retirada do

consentimento.
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o Desenvolvedor de App/App: Realiza a aferigdo no nivel do servico. Em
estimativas faciais, deve garantir o expurgo imediato e irreversivel da

imagem apds o processamento.
4.2.3. Modelo de responsabilidade compartilhada e contextual
Rejeita uma solugéo unica e foca na prote¢ao “onde o usuario esta”.

Funcionamento Técnico: Abordagem dindmica em trés categorias: (i)
autodeclaragao; (ii) estimativa; e (iii) verificagdo. Utiliza credenciais digitais e ZKPs

para servigos que exigem maior certeza.
Cadeia de Responsabilidades:

¢ Loja/SO: Considerado apenas um dos atores; o Google alerta que esta
camada falha em proteger criangcas em navegadores web ou apps pré-

instalados.

e Pais: Em dispositivos domésticos compartilhados (TVs, consolas), a
supervisao parental é o pressuposto natural; verificagcao rigorosa continua

€ inviavel nestes casos.

e Desenvolvedor de App/App: Deve tomar medidas razoaveis para
compreender a idade e aplicar protecdes no nivel de servigos individuais

ou partes especificas do servigo.
4.2.4. Modelo de governanga orientada por risco (4Cs)
Baseia-se na proporcionalidade e na interoperabilidade de padrdes abertos.

Funcionamento Técnico: A verificagdo deve ser recorrente (“a cada acesso”)
para conteudos 18+ (pornografia, apostas). O SO envia um sinal de idade granular em
faixas: <12, 13-15, 16-17 ou 18+.

Cadeia de Responsabilidades:

e Loja/SO: Fornecer sinais de idade via APIs seguras e

interoperaveis. Implementar mecanismos para vincular contas de

menores de 16 anos.
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e Pais: Exercem supervisdo parental ativa e voluntaria. O modelo alerta

para o risco de exclusdo de familias sem literacia digital ou acesso.

e Desenvolvedor de App/App: Deve avaliar o risco com base nos 4Cs:
Conteudo, Contato, Conduta e Contrato. Devem garantir a possibilidade

de desabilitar funcionalidades de IA nao essenciais
4.2.5. Modelo do bloqueio parcial e treino de IA

Este modelo foi proposto por contribuinte do setor de verificagdo de idade, com
foco em plataformas que hospedam conteudo adulto, focando na viabilidade

econdmica e na precisdo técnica através da inteligéncia artificial.

Funcionamento Técnico: Defende a Autenticagao em Conta (vinculada ao
cadastro/pagamento) em vez de verificagcdes repetitivas a cada acesso. Inova ao
propor o bloqueio parcial (blur): o usuario nao verificado pode acessar a plataforma,
mas as funcionalidades de comunicagcao e o conteudo visual explicito permanecem

desfocados ou desabilitados até a comprovacao da idade.
Cadeia de Responsabilidades:

e Loja/SO: Nao é o foco central, mas a infraestrutura deve permitir o uso

de dados para fins de seguranca.

e Pais: Atuam indiretamente através do controle financeiro, ja que muitas
verificagcbes neste modelo estdo atreladas a meios de pagamento de

assinaturas.

e Desenvolvedor de App/App: Deve implementar o mecanismo de “blur’
(desfoque) na interface. A contribuicdo prop6s o uso de dados
biométricos para treinamento de IA, ressalvando vedagdo a uso
comercial/publicitario. Tal posicao foi contestada por contribuintes da

sociedade civil, que apontaram riscos de desvio de finalidade.
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PONTO DE

Lojas de Aplicativos

notificagdes remotas.

ATUACAO ACOES PRATICAS MECA:NISMO DE GATILHO DE
TECNICA DOS PAIS PROTECAO DE DADOS ACIONAMENTO
Nivel estrutural dol|Vincular contas e||Buffer aleatério def{~. .
. . - . . Criacdo de conta no
Sistema aprovar ou negarfjaniversario para impedir a dispositivo e download de
Operacional (SO) e||[downloads vial[deducao da data exata de P

nascimento.

novos aplicativos.

(navegadores, apps,
Smart TVs).

em dispositivos
compartilhados.

_Perfls de usuario Consentimento em||Provas de Conhecimento|Existéncia de riscos
isolados ou L e . .
) .. . |letapas: identificacdo,||Zero (ZKPs) e expurgol|/desproporcionais ou falha
ambientes virtuais|| . . =l . . . X
. vinculo, informagao,||imediato de imagens|lem método anterior de
protegidos no = o o
. " token e revogacgao. biométricas. verificagao.
dispositivo.
Pontos de interagdo||Supervisao voluntaria . . .
oo ~ Credenciais anbdnimas e||Acesso a servicos ou
individual e gestao contextual : ~ g .
tecnologias de preservagaol|conteudos destinados

de privacidade por design.

exclusivamente a adultos.

Nivel da conta de
usuario (assinatura)

Controle de meios de
pagamento (cartdo de

Algumas propostas
incluiram permissao de uso
de dados biométricos para

Acesso a conteudo
explicito desfocado ou uso

interoperavel via
APls abertas e
padroes  técnicos
comuns.

Vinculagdo ativa de
contas para menores
de 16 anos e
supervisao continua.

e interface  da|crédito) e acesso a|aprimoramento de|[de funcionalidades de

plataforma. contas pagas. seguranga, vedando||comunicagao direta.
perfilamento publicitario.

Arquitetura Conteudos legalmente

Anonimizagdo e vedacao
absoluta ao tratamento para
fins comerciais.

restritos a maiores de 18
anos (apostas, conteudo
adulto) e interagbes via
Inteligéncia Artificial.

4.3 Analise comparativa

O modelo de garantia de idade centrada no dispositivo e nas lojas de aplicativos

funciona por meio de uma interface de programacédo chamada API de Idade que

transmite apenas a faixa etaria do usuario para os servigos digitais. A verificagao

ocorre uma unica vez no nivel estrutural do sistema operacional ou da loja de

aplicativos durante a configuracgao inicial da conta do dispositivo.

Nesta cadeia de responsabilidades a loja de aplicativos e o sistema operacional

atuam como o ponto de controle universal. Eles verificam a idade do titular da conta

principal por meio de métodos como planos de telefonia operados por maiores de 18

anos ou processamento de pagamentos com cartdo de crédito. A loja detém a data

de nascimento completa e calcula a categoria etaria (como menor de 12 anos) para

compartilhar com os aplicativos sem revelar o dado bruto.
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Os pais tém a tarefa de configurar a conta do menor e estabelecer o vinculo de
supervisao. Eles fornecem a idade correta do filho e recebem notificagées remotas em
seus proprios aparelhos para aprovar ou negar o download de cada aplicativo
solicitado pelo adolescente. Esta estrutura permite que os responsaveis gerenciem o

acesso de forma centralizada sem repetir o processo em cada servigo.

O desenvolvedor de aplicativos precisa integrar a API de ldade em seu cédigo
para solicitar as faixas etarias permitidas. O aplicativo que recebe o sinal deve entao
configurar automaticamente as experiéncias apropriadas para aquela idade. Ele
mantém o dever de monitorar comportamentos que conflitem com o sinal recebido e

de aplicar salvaguardas internas de seguranga.

O Instituto Alana defende o Método Cachoeira ou Técnica de Cascata para a
afericdo etaria. O funcionamento segue uma aplicacdo sequencial de multiplos
mecanismos que inicia com métodos de baixa friccado e menor invasividade. O sistema
prioriza a inferéncia ou estimativa e escala para métodos deterministicos apenas

quando os resultados iniciais sdo inconclusivos.

A cadeia de responsabilidades do Alana exige uma analise de risco proporcional
para cada servi¢o. Os pais participam de um processo de consentimento parental em
cinco etapas rigorosas. A primeira etapa é a identificacdo do responsavel legal. A
segunda consiste na confirmag¢do do vinculo entre o adulto e a crianga. A terceira
etapa requer a captura do consentimento informado sobre o uso dos dados. A quarta
envolve a comunicagao segura do status de autorizagdo por meio de um token ou
sinal criptografico. A quinta etapa garante a possibilidade de retirada do

consentimento a qualquer momento pelo responsavel.

A loja de aplicativos e o sistema operacional devem oferecer suporte nativo para
multiplos perfis no mesmo aparelho. Eles precisam permitir a criagdo de ambientes
isolados onde as restricbes sao ativadas apenas no contexto do perfil da crianga. O
aplicativo tem a obrigacdo técnica de utilizar provas de conhecimento zero para

confirmar a idade sem coletar ou armazenar dados pessoais sensiveis.
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No modelo baseado numa abordagem contextual e distribuida, a prote¢ao deve
ocorrer onde o usuario esta no momento do acesso seja em navegadores ou
aplicativos. O sistema utiliza trés categorias gerais: autodeclaragéo para riscos baixos
estimativa de idade para niveis médios e verificagdo de documentos apenas para

servicos de alto risco.

Nesta cadeia a loja de aplicativos e o sistema operacional sdo vistos apenas
como uma das camadas de protecao. O Google argumenta que focar apenas neles
falha em proteger criangcas que acessam a rede via navegadores web ou aplicativos
pré-instalados em dispositivos compartilhados. Os pais exercem uma supervisao
natural baseada no uso doméstico em aparelhos como Smart TVs e consoles de

videogame.

O desenvolvedor de app deve aplicar medidas razoaveis para compreender a
idade do publico no contexto especifico do seu produto. O app assume a
responsabilidade direta de restringir o acesso a conteudos improprios de forma
proporcional a sua funcionalidade. A verificagdo rigorosa fica limitada a servigos
destinados exclusivamente a adultos para evitar a coleta desnecessaria de dados de

menores.

No modelo da governanga multissetorial e da responsabilidade compartilhada
entre todos os agentes digitais, o funcionamento técnico segue uma matriz que avalia
Conteudo, Contato, Conduta e Contrato. Para servigos de alto risco como pornografia
e apostas o sistema exige verificacdo rigorosa a cada acesso proibindo apenas a
autodeclaracao. Nos outros casos a afericdo ocorre pelo compartilhamento de sinais

de idade por meio de interfaces técnicas abertas e interoperaveis.

Nesta estrutura os provedores de sistemas operacionais e lojas de aplicativos
devem fornecer meios seguros para transmitir sinais de idade a terceiros. Eles
precisam garantir a privacidade por padrao em todos os processos de execugao. Cabe
a esses agentes oferecer ferramentas que ajudem os pais a vincular as contas de
menores de dezesseis anos para supervisao. Os pais assumem o dever de participar
ativamente da orientagdo dos menores no ambiente digital. Eles usam as ferramentas
de vinculagao de contas e supervisao parental das plataformas para gerir 0 acesso e
a seguranca dos filhos. O desenvolvedor de aplicagao deve realizar sua avaliagao de
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riscos especifica para o servigo oferecido. O aplicativo ndo pode se omitir baseando-
se apenas no sinal da loja se o0 servigo apresentar riscos de contato ou conduta
inadequada. Ele precisa aplicar salvaguardas técnicas proporcionais aos danos

potenciais identificados na matriz.

As convergéncias entre os modelos residem no reconhecimento do melhor
interesse da crianga e na necessidade de proporcionalidade técnica baseada no risco.
Quase todas as propostas defendem a minimizagao da coleta de dados e o uso de
sinais criptograficos ou APIs para preservar o anonimato. As divergéncias surgem na
centralidade da verificacdo. Enquanto ha quem priorize o sistema operacional como o
unico ponto de verdade para reduzir o cansago do usuario, outros advertem que
solugdes focadas apenas em lojas ignoram o acesso por navegadores web e
aparelhos compartilhados. O Alana distingue-se pela exigéncia de uma prova de idade
em cascata e pelo uso estrito de provas de conhecimento zero para impedir a
vigilancia estatal ou comercial. Enquanto ha quem defenda, de um lado, um fluxo de
retorno de informagdes de idade para o sistema operacional, do outro, ha quem

enfatize auditorias independentes e controle social para evitar abusos na

infraestrutura de afericao.
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ANEXO A - SUMARIO DO CODEBOOK DA ANALISE QUALITATIVA

CATEGORIA: ADEQUAGAO E PROPORCIONALIDADE (ADEQ)

Argumentos sobre principios de calibragdo da regulagéo.
CcODIGO DEFINIGAO OPERACIONAL

ADEQ_ALTO_RISCO_RIGO Arg_u_merltos de que servicos de alto risco devem estar sujeitos a
verificagdo robusta ou documental.

ADEQ_BAIXO_RISCO_FLEX Argumentos de. .que_serylgog,.de baixo risco devem estar sujeitos a
métodos de verificagao simplificados.

ADEQ_EDUCACAO Argumentos de que solugoe:s tec_:n_pgs sao_msuﬂaentes sem politicas
complementares de educacao midiatica e digital.

ADEQ_MINIMIZACAO Argl_Jmentos favoraY(a_ls a coleta_ _minima c_je dados, limitada ao
estritamente necessario para a verificagao de idade.

ADEQ OFFLINE INCL Argynjentos favgravels a mecanismos de validagdo presencial ou

- - assistida para evitar excluséo digital.
Argumentos de que arquiteturas baseadas em Prova de Conhecimento

ADEQ_PRIV_ZKP ~ ~ : o AN L
Zero sao a solugio preferencial para conciliar verificagao e privacidade.

CATEGORIA: ARQUITETURA DE IMPLEMENTAGAO (ARQ)

Argumentos sobre o ponto da cadeia de valor em que a verificagdo deve ocorrer.
CODIGO DEFINIGAO OPERACIONAL

ARQ APP LEVEL A_rgumentp_s de que a verificagdo deve ocorrer no nivel da aplicagédo ou
— - site, permitindo controle contextual pelo desenvolvedor.
ARQ_CADA_ACESSO Dlscus_soes sobre a exigéncia dg verificagdo a cada acesso,
especialmente para servigos de alto risco.
ARQ_CADASTRO_UNICO Argumentos_ favoraveis a _verlflcagao unica no momento do cadastro,
sem necessidade de revalidagao posterior.
ARQ CADEIA RESP Dlscus_sqes sobre a distribuicdo de responsgbllldades_ na cadeia de
- — valor digital (desenvolvedores, plataformas, lojas de aplicativos).
ARQ_DISPOSITIVO_PART D|§c_ussoes §o_bre o] dg_saflo dos Q|_spos~|t|vos compar‘ulhados; por
multiplos usuarios, que dificultam a verificagdo baseada em conta Unica.
Argumentos de que a verificagdo deve ocorrer no nivel da Loja de
Aplicativos ou Sistema Operacional.

ARQ_LOJA_APPS
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CATEGORIA: DESENHO REGULATORIO (REGU)

Argumentos sobre a estrutura juridica, temporal e institucional da norma.
cODIGO DEFINIGAO OPERACIONAL

REGU_API_ABERTA A_rgumentos faygrav_els a APIs abertas e interoperabilidade entre
sistemas de verificagao.

REGU CERTIF AUDITAB Propostas de acredltagéo, auq!torlal ou certificagdo oficial de
- - fornecedores de tecnologia de verificagéo.

REGU COMPLEXIDADE _Preocupag:oe_s ~ com burocracia, complexidade normativa ou
- inseguranca juridica.

REGU HARMONIZACAO Argl_Jmentos sobre a nec_esmdadg de_ alinhamento com legislagéao
- nacional (LGPD) e marcos internacionais.

REGU NEUTRALIDADE Argume_ntos de que a regulam_entagéo néo’delve prescrever tecnologias
- especificas, mantendo neutralidade tecnoldgica.

REGU ORIENT DEF Solicitacdes de definigdes claras, orientagdes ou principios especificos
- - por parte do regulador.

REGU PRAZOS _Sohmtagées ~de extensao de_ prazos, periodo de caréncia ou
- implementacao gradual das obrigagdes.

Propostas de ambientes de teste experimentais (sandbox regulatério)

REGU_SANDBOX . .
- ou projetos-piloto.

CATEGORIA: DIAGNOSTICO E RESPONSABILIDADE (DIAG)

Argumentos sobre a origem do problema e a legitimidade da intervengéo regulatoria.
CODIGO DEFINIGAO OPERACIONAL

Questionamentos sobre a necessidade ou eficacia da regulagéo
DIAG_CETICISMO_DANOS proposta, incluindo argumentos sobre insuficiéncia de evidéncias
empiricas.

DIAG DEVIDA DILIGENCIA Argumentos de que a ~obrlga(;ao das empresas deve ser de meios
- - (melhores esforgos) e ndo de resultado.

DIAG FALHA AUTO Arggmentos de que o modelo at_ual de autodeclaragao ¢ insuficiente ou
- — ineficaz para contextos de alto risco.

Argumentos que enfatizam o papel da supervisdo parental como

DIAG_PRIMAZIA FAMILIAR elemento central da protegdo, com a tecnologia de verificagdo atuando

como complemento.

Argumentos de que a protegao é dever compartilhado entre Estado,
empresas e familia, conforme art. 227 da Constituicdo Federal.

DIAG_RESP_SOLIDARIA
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CATEGORIA: ESCOPO E MODULAGAO SETORIAL (ESCO)

Argumentos sobre quais servigos devem ser objeto de regulagdo e em que intensidade.
CcODIGO DEFINIGAO OPERACIONAL

Argumentos de que a verificagdo robusta deve aplicar-se apenas
ESCO_CONTEUDO_PROIBIDO a contetudos legalmente restritos a maiores de 18 anos (ex:
pornografia, apostas).

Discussoes sobre critérios para classificagado de risco, incluindo
ESCO_DEF_RISCO design de engajamento, possibilidade de interacdo com
desconhecidos e tipologia dos 4Cs.

Argumentos de que as obrigagbes devem ser proporcionais ao
ESCO_GATEKEEPERS porte e capacidade das empresas, com exigéncias mais rigorosas
para grandes plataformas.

Argumentos para tratamento diferenciado de servigos com
ESCO_ISENCAO_EDITORIAL curadoria editorial (jornalismo, plataformas de video sob
demanda).

Argumentos para tratamento diferenciado do setor financeiro, que

ESCO_ISENCAQ_FINANCEIRO ja opera sob regime de verificagéo de identidade (KYC).

Argumentos para tratamento diferenciado de plataformas de

ESCO_ISENCAO_PROFISSIONAL . e
- - networking profissional e emprego.

Argumentos favoraveis ao escalonamento das exigéncias

ESCO_MATRIZ_RISCO . . !
- — conforme o nivel de risco do servigo.

ARGUMENTOS DE LEGITIMAGAO (LEGIT)

Argumentos utilizados pelos contribuintes para fundamentar suas posigées.
CODIGO DEFINIGAO OPERACIONAL REVISADA

Argumentos de que as empresas ja cumprem a legislagao vigente

LEGIT_CONFORMIDADE (LGPD, ECA) e que novas regras seriam redundantes.

Argumentos de que determinadas tecnologias (ex: estimativa
LEGIT_INCLUSAO facial) promovem inclusdo social por ndo exigirem documentos
oficiais.

Argumentos de que a usabilidade e a fluidez da navegacéo

LEGIT_EXPERIENCIA . ~
- devem ser consideradas na regulamentacao.

Argumentos favoraveis ao desenvolvimento de solugdes
LEGIT_INFRAESTRUTURA brasileiras de verificagdo, reduzindo dependéncia de
infraestrutura estrangeira.

Argumentos de que determinadas plataformas oferecem

LEGIT_VALOR_SOCIAL conteudo educativo ou beneficios sociais que justificariam
tratamento diferenciado.
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CATEGORIA: IMPACTOS E BARREIRAS (IMPACT)

Preocupagbes com consequéncias praticas e econbémicas da implementagéo.
CcODIGO DEFINIGAO OPERACIONAL REVISADA

IMPACT AUTONOMIA JUVENIL Pr_eocm_Jpa(;ées com impacto sobre a autonomia progressiva e a
- — privacidade de adolescentes (16-17 anos).

Preocupagbes com custos de conformidade que podem

IMPACT_BARREIRA_ PME representar barreira significativa para pequenas e médias

empresas.

IMPACT CUSTO CONS Preocup_agoe; com possivel repasse dos custos de verificagao ao
- - consumidor final.

IMPACT EXCLUSAO DIG Preocupagbdes com exclusdo digital de populagdes vulneraveis ou
- - sem documentagao formal.

IMPACT FISCALIZ !I)lS(_:us§oes_ sobre de_saf|c~)s praticos de fiscalizagdo e barreiras
- institucionais para aplicagdo da norma.

IMPACT FRICCAO USUARIO Preos:upa(;()es com |mpactp na experiéncia do usuario, incluindo
- - possivel abandono do servigo.

IMPACT LITERACIA FAMILIAR Preocueag:qes’ com eflcac_la limitada em razéo da falta de
- - competéncia técnica dos pais ou responsaveis.

Preocupagdes com migracdo de usudrios para plataformas néo

IMPACT_MERCADO_PARALELO . A -
- - reguladas ou de origem néo identificada.

CATEGORIA: RISCOS ESPECIFICOS (RISC)

Preocupagbes com ameacas a privacidade e seguranga decorrentes da implementagéo.
CcODIGO DEFINIGAO OPERACIONAL REVISADA

RISC EFICACIA EVASAO Ques_tl_o'namentqs _sobre a eflgama da verificagcdo diante de
- - possibilidades técnicas de evasao (VPNs, documentos falsos).

RISC HONEYPOT Preocupagdes com a criag@o de bases de da_ldos S:gntrallzadas
- que se tornam alvos prioritarios para ataques cibernéticos.

RISC MINERACAO COMERCIAL Pre_o_cupggoes_ com desvio de f|r_1aI|dade, onde . dados de
- - verificagdo sejam utilizados para perfilamento comercial.

RISC REID CRUZADA Preocupagbes com reidentificagdo de usuarios através do
- - cruzamento de metadados.

Preocupagdes com uso nao autorizado de dados para treinamento

de modelos de Inteligéncia Artificial.

RISC_TREINO_IA
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cODIGO

RISC_VIGILANCIA_ESTADO

DEFINIGAO OPERACIONAL REVISADA

Preocupacgbes de que a infraestrutura de verificagdo possa ser
utilizada para vigilancia ou controle estatal.

CATEGORIA: SOLUGOES TECNICAS E METODOS (TECH)

Discussbées sobre ferramentas tecnolégicas especificas de verificagdo de idade.

cODIGO

TECH_AUTODEC_VALIDA

TECH_CONTROLE_PARENTAL

TECH_DADO_BANCARIO

TECH_DOC_OFICIAL

TECH_ESTIMATIVA_FACIAL

TECH_GOV_INFRA

TECH_INFERENCIA_IA

TECH_TERCEIRO_VALIDADOR

TECH_ZKP_TOKEN

DEFINIGAO OPERACIONAL REVISADA

Discussdes sobre autodeclaragao de idade, incluindo argumentos
favoraveis e contrarios, frequentemente proposta como camada
inicial em modelos escalonados.

Discussdes sobre ferramentas de controle parental como
mecanismo complementar ou alternativo a verificagao direta.

Discussdes sobre uso de informacdes bancarias ou de cartdo de
crédito (Open Banking) para verificar maioridade civil.

Discussoes sobre verificagdo documental tradicional (envio de RG,
CNH ou Passaporte).

Discussoes sobre estimativa de idade por analise de imagem facial,
sem identificagao civil.

Discussdes sobre uso de bases de dados governamentais (Gov.br,
SERPRO) como fonte de validagéo.

Discussdes sobre inferéncia algoritmica de idade por analise
comportamental ou histérico de navegagéo.

Discussdes sobre recurso a empresas especializadas em
verificagdo de identidade como intermediarios.

Discussdes sobre tecnologias de preservacdo de privacidade

(Prova de Conhecimento Zero), tokens anonimizados e credenciais
verificaveis.
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ANEXO B. LISTA DE CONTIBUINTES DA CONSULTA PUBLICA

Além de 20 contribuigcdes feitas em nome de pessoas fisicas (cidadaos, especialistas
e académicos), segue a relagdo das pessoas juridicas que encaminharam respostas
a Consulta Publica:

Apple Computer Brasil

Associacao Alquimidia, a primeira organizagao em defesa do Fediverso no Brasil
Associagao Brasileira da Industria Elétrica e Eletrénica (ABINEE)

Associacédo Brasileira das Empresas de Software (ABES)

Associacédo Brasileira de Anunciantes (ABA)

Associagao Brasileira de Defesa do Consumidor (PROTESTE)

Associacéo Brasileira de Emissoras De Radio E Televisdo (ABERT)

Associacédo Brasileira de Mobilidade e Tecnologia (AMOBITEC)

Associacao das Empresas de Tecnologia da Informagdo e Comunicacdo e de
Tecnologias Digitais (BRASSCOM)

Associacao de Software de Entretenimento (ESA)

Aylo

Camara Brasileira da Economia Digital (Camara-e.net)
Centro de Tecnologia e Sociedade (CTS-FGV Direito Rio)
Claro S.A.

Coalizdo Direitos na Rede

Comité Gestor da Internet (CGl.br)

Confederacao Nacional das Seguradoras (CNseq)
DiraCom — Direito a Comunicacao e Democracia
Electronic Arts

Electronic Frontier Foundation (EFF)

Epic Games

eSapiens Tecnologia S.A.

Family Talks - Associagao de Desenvolvimento da Familia

Febraban e Abecs (Associagao Brasileira das Empresas de Cartdes de Crédito e
Servigos)

Federacdo do Comércio de Bens, Servigos e Turismo do Estado de Sao Paulo
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Férum Nacional de Prevencao e Erradicacdo do Trabalho Infantil e Protegcdo a
Adolescentes no Trabalho (FNPETI)

Google Brasil Internet LTDA

IBRAC - Instituto Brasileiro de Estudos de Concorréncia, Consumo e Comeércio
Internacional

Idwall Tecnologia

Instituto Alana

Instituto de Defesa de Consumidores (Idec)
Instituto de Tecnologia e Sociedade do Rio
Instituto Teckids

Internet Society - Capitulo Brasil

Kaspersky Lab Solugdes Seguras Brasil LTDA
LinkedIn

MatchGroup (Tinder)

Microsoft

Ministério Publico Federal - Comissao de Tecnologia da Informagao e Comunicagao
da 3a. Camara de Coordenacéo e Revisao

Motion Picture Association - Brasil
Roblox

Roku

Samsung Eletrénica da Amazénia LTDA.
SHPS Tecnologia e Servigos

STRIMA

Tools for Humanity

Unico - IDTech

Wikimedia Foundation & Wikimedia Brasil
Yoti

Zetta
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