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RESUMO

VIANA, Gitana de Moura. “Li e concordo”: uma analise da perfilizacdo nas redes sociais
da Meta Platform Inc a luz do art. 2° da Lei Geral de Protecio de Dados. 2025. 144 f.
Dissertagdo (Mestrado em Propriedade Intelectual e Inovacdo) — Instituto Nacional da
Propriedade Industrial, Rio de Janeiro. 2025.

A presente dissertacdo analisa a pratica de profiling nas redes sociais da Meta Platforms Inc.
(Facebook e Instagram), sob a perspectiva dos principios do livre desenvolvimento da
personalidade e da autodeterminacdo informativa, previstos no artigo 2° da Lei Geral de
Protecdo de Dados (LGPD). A partir de abordagem qualitativa e analise documental,
investiga-se a compatibilidade dessa técnica com o arcabouco juridico-normativo brasileiro. O
estudo utiliza a teoria da identidade narrativa como parametro para compreender de que forma
0s processos algoritmicos interferem na construgdo da identidade dos usuarios, especialmente
no contexto brasileiro, marcado por vulnerabilidade técnica, assimetria informacional e
dependéncia digital. Conclui-se que o consentimento, isoladamente, ¢ insuficiente para
assegurar a protecao efetiva dos direitos fundamentais, sendo necessaria a adogao de medidas
regulatérias capazes de equilibrar o desenvolvimento tecnologico com a salvaguarda da
personalidade e da soberania informacional.

Palavras-chave: Defesa do Consumidor. Profiling. Protegdo de dados. Redes sociais. Meta
Platforms Inc. Direitos Fundamentais.



ABSTRACT

VIANA, Gitana de Moura. “Li e concordo”: uma analise da perfilizacdo nas redes sociais
da Meta Platform Inc a luz do art. 2° da Lei Geral de Protecio de Dados. 2025. 144 f.
Dissertagdo (Mestrado em Propriedade Intelectual e Inovacdo) — Instituto Nacional da
Propriedade Industrial, Rio de Janeiro. 2025.

This dissertation analyzes the practice of profiling on the social networks of Meta Platforms
Inc. (Facebook and Instagram), from the perspective of the principles of the free development
of personality and informational self-determination, as provided in Article 2 of the Brazilian
General Data Protection Law (LGPD). Using a qualitative approach and documentary
analysis, it investigates the compatibility of this technique with the Brazilian legal and
regulatory framework. The study adoptsthe theory of narrative identity as a parameterto
understand how algorithmic processes interfere with the construction of users' identities,
especially with in the Brazilian context, marked by technical vulnerability, informational
asymmetry, and digital dependency. The conclusionis that consent, byitself, is insufficient to
ensure the effective protection of fundamental rights, making it necessary to adopt regulatory
measure scapable of balancing technological development with the safeguarding of
personality and informational sovereignty.

Keywords: Consumer Protection. Profile. Data Protection. Social Networks. Meta Platforms
Inc. .Fundamental Rights.
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1 INTRODUCAO

A popularizagdo da internet € a incorporacao das redes sociais no cotidiano da
populacdo brasileira transformaram significativamente a maneira como as pessoas interagem
e compartilham suas experiéncias sociais, que passam a ser digitalizadas e todo o
comportamento, individual ou coletivo, neste ambiente ¢ transformado em informagao
(Susanto; Meiryani, 2019).

A importancia da pesquisa estd em analisar a pratica de profiling! enquanto técnica
base de um modelo de negbcio, posicionando as redes sociais da Meta Platform Inc. como
parte de uma engrenagem maior, qual seja a economia da informacdo, mas que se destaca por

ter sido incorporada na rotina dos usuarios, que dedicam parte significativa de seu tempo na

utilizacao dos aplicativos da empresa.

1.1 Contextualizacio e Relevancia do Tema

Diante das diversas possibilidades de utilizagdo dos dados, a pesquisa opta por
demonstrar o potencial de interferéncia do profiling, ou perfilizagdo, aqui tratados como
sindnimos, comportamento do consumidor/usuario e a possibilidade da técnica em interferir
no livre desenvolvimento da personalidade e na autodeterminagdo informativa dos usuarios no
ambiente das redes sociais Facebook e Instagram, e a partir desta observagdo expandir a
aplicacdo em uma escala maior.

Profiling pode ser definido como o processo de coleta, analise e interpretacdo de dados
dos usudrios para a construgdo de perfis detalhados, que representam suas caracteristicas,
comportamentos ¢ interesses, criados a partir das interagdes realizadas na plataforma. Com
base nesses dados, algoritmos identificam padrdoes e tendéncias de comportamento,
permitindo diversas aplicagdes, como a personalizagio de campanhas publicitarias e
recomendacdes automatizadas de conteudo (Silva et al., 2025).

Em uma sociedade hiper conectada as redes sociais desempenham um papel central na
economia digital contemporanea, utilizando da técnica de profiling para coletar, processar e

analisar dados dos usudrios. Essas plataformas operam como pegas fundamentais na

I Perfilizagdo (profiling): E a técnica de analise massiva de dados para criar perfis detalhados dos usuérios.
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engrenagem da economia da informac¢do. Extrapolando a finalidade de otimizac¢do de vendas
e/ou experiéncia do consumidor, mas permitindo uma verdadeira datificacio da vida humana.?

Esse acamulo de informagdes levanta diversas preocupagdes como, privacidade,

protecdo de dados, e as interferéncias dessa datificacdo no desenvolvimento da personalidade
e autodeterminacdo informativa, direitos estes previstos nas normas brasileiras, em especial na
Lei Geral de Protecdo de Dados (LGPD), diploma especifico sobre protegdo de dados no
Brasil.

Ocorre que, geralmente a legislacio ndo ¢ capaz de acompanhar os avangos
tecnologicos em tempo real, necessitando ser revisitada a luz do momento atual, para
averiguar se os comandos da lei sdo capazes de regular determinada pratica e cumprir a
finalidade para o qual foi criada, sendo este o objetivo ao qual o trabalho se dispde.

Apresentadas a contextualizacdo e relevancia do tema, apresentaremos os assuntos de
forma introdutoria de forma a conectar as ideias que em conjunto formam o objeto da
pesquisa. iniciando por uma breve exposi¢do dos marcadores historicos da economia até
chegarmos no monto atual, qual seja a economia informacional, sendo este o periodo em que
este trabalho se situa.

Ao longo da historia, a humanidade vivenciou distintas formas de organizacao social e
econdmica, cada qual marcada por elementos centrais que definiram seus marcos historicos.
O desenvolvimento economico pode ser compreendido a partir de trés grandes eras: agricola,
industrial e informacional (Bioni, 2019).

Na era agricola, a terra e os recursos naturais renovaveis constituiam os principais
ativos econdmicos, sendo a produ¢do voltada majoritariamente para o consumo proprio, com
predominio da for¢a de trabalho manual e do escambo como forma de comércio (Bioni,
2019).

Com a Revolugao Industrial, a partir do século XVIII, a introdu¢do das maquinas e o
uso de fontes de energia como carvdao e petroleo permitiram a produ¢do em larga escala,
promovendo a concentracdo de ativos em recursos nao renovaveis e a expansao dos mercados

industriais (Bioni, 2019).

2 Datificagdo € o processo de transformar aspectos variados da vida social, econdmica e individual em dados quantificaveis e
digitalizaveis, permitindo seu monitoramento, analise e utilizagdo por meio de tecnologias digitais. Esse fendmeno,
intensificado com o avango das Tecnologias da Informacao e Comunicagio, consiste na coleta, armazenamento e analise
massiva de informagdes sobre comportamentos, interagdes e eventos cotidianos, convertendo-os em formatos que podem
ser processados por sistemas computacionais. A datificacdo, assim, fundamenta praticas como big data, 0 monitoramento
em tempo real e a analise preditiva, impactando setores como economia, trabalho, consumo e governanca social.
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A partir da segunda metade do século XX, consolida-se a economia da informacao,
caracterizada pela centralidade da ciéncia, da tecnologia e da informag¢ao na produgdo, pela
flexibilidade e reorganizacao dos processos produtivos, e pela formagao de redes globais que
articulam fluxos de informac¢do em tempo real. Nessa nova era, a informagdo torna-se a
matéria-prima fundamental, e a capacidade de processa-la e aplicé-la define a produtividade e
a competitividade de empresas, regides e paises.

O paradigma informacional, como destaca Castells, implica uma logica de redes,
flexibilidade estrutural e integracdo global, transformando profundamente as relagdes
econdmicas, sociais e culturais (Castells, 2020).

Na economia da informagdo, o ativo central sdo os dados, tendo o comportamento
humano como principal fonte de extragdo. Normalmente realizada a partir de uma dindmica
monetizacdo por dados, a empresa permite o acesso gratuito ao servico € o usudrio fornece
seus dados como moeda de troca. Com o tempo tais tecnologias passam a fazer parte do
cotidiano, neste momento se instala uma estrutura coletora de dados (Silveira; Souza e
Cassino, 2021).

Setores como tecnologia, finangas, saude e educagdo exemplificam a centralidade da
informagao. Plataformas digitais e redes sociais extraem e analisam grandes volumes de dados
para direcionar publicidade e aprimorar algoritmos de recomendacdo. No mercado financeiro,
informagdes em tempo real orientam investimentos e operacdes automatizadas. Na saude,
prontudrios eletronicos e sistemas de inteligéncia artificial otimizam diagnosticos e
tratamentos. Na educacdo, a analise de dados permite personalizar o ensino € monitorar o
desempenho dos estudantes, transformando praticas pedagogicas tradicionais.

Em O colonialismo de dados, Silveira, Souza e Cassino (2021) explicam que assim
como outras formas de extragdo, como o petréleo, que exigiu plataformas de perfuracao para
que fossem possiveis de retirada, os dados demandam infraestruturas tecnologicas como data
centers, cookies, algoritmos para coleta, processamento e monetizagdo, assim o avango
tecnologico permitiu a montagem dessa estrutura de datificagdo da vida .

A titulo de exemplo, sobre como os dados de interagdo do consumidor sdo utilizados
para a criagdo e otimizacdo de produtos, temos o caso da empresa Amazon que desenvolveu e
patenteou uma tecnologia inovadora chamada anticipatory shipping (entrega antecipada), que
utiliza inteligéncia artificial e andlise preditiva de dados para antecipar o envio de produtos

aos clientes antes mesmo da finalizagdo da compra (Poechhacker; Nyckel, 2020)
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O sistema opera por meio do cruzamento de informacdes do usudrio como histérico de
buscas, frequéncia de acesso a paginas de produtos, tempo de permanéncia nessas paginas,
listas de desejos, e a partir dessas informagdes calcula a probabilidade de um consumidor
efetuar determinada compra. Quando essa probabilidade ¢ considerada alta, o produto ¢
enviado do centro de distribui¢do para um hub logistico proximo ao cliente em potencial, o
que possibilita uma reducao significativa no tempo de entrega, e maior eficiéncia em logistica
da empresa (Poechhacker; Nyckel, 2020)

Tracando um paralelo entre ativo predominante x fonte de extragdo dos marcos
econOmicos, percebe se que, na era agricola o ativo se extraia da terra; na era industrial de
fontes energética no solo e/ou subsolo. Na economia da informagdo o ativo ¢ extraido de
pessoas, consumidores finais ou ndo, suas interagdes preferéncias, localizacdo, sem uma
limitagdo objetiva, de modo que tudo pode ser um dado capaz de trazer alguma informagao, o
ser humano passa a ser a fonte de coleta, e consequentemente o meio para obtencao de lucro o
que em tese viola o principio da dignidade da pessoa humana.

Nesse contexto, este estudo se propde a responder se a pratica de profiling ¢
compativel com os principios do livre desenvolvimento e da autodeterminacdo informativa,
fundamentos do artigo 2° da Lei Geral de Protecdo de Dados, para entender como as redes
sociais da empresa meta tem impactado os diferentes aspectos dos direitos de personalidade
dos individuos. O objetivo ¢ discutir os desdobramentos da técnica sob uma perspectiva que
abrange ndo apenas os interesses individuais, mas também coletivos, a fim de responder se a
Lei Geral de Protecio de Dados® cumpre, de modo eficaz, a finalidade de protecio da
individualidade do usuério entendendo que a privacidade, o livre desenvolvimento da
personalidade e a autodeterminacao sao esferas da personalidade dos usuarios.

Considerando a multiplicidade de ambientes em que esses dados podem ser captados,
optou-se por estudar a pratica no contexto das redes sociais da empresa Meta Platforms Inc.
avancando no estado da técnica ao aplicar a discussdo contemporanea sobre a influéncia da
tecnologia no desenvolvimento humano, escolhendo uma tecnologia especifica, profiling, em
um ambiente especifico, as redes sociais da empresa Meta Inc.

A escolha desse recorte se justifica pela expressiva adesdo dos usuarios brasileiros aos
aplicativos da empresa, Facebook e Instagram, o que faz do Brasil a terceira maior populagao

consumidora dessas redes sociais no mundo, atras apenas de India ¢ China (Pacete, 2023). A

3 Art. 7° O tratamento de dados pessoais somente poderd ser realizado nas seguintes hipoteses: I - Mediante o fornecimento
de consentimento pelo titular;


https://forbes.com.br/forbes-tech/2023/03/brasil-e-o-terceiro-pais-que-mais-consome-redes-sociais-em-todo-o-mundo/
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pesquisa busca entender os efeitos colaterais decorrentes da coleta intensiva e constante de
dados feita pela empresa.

O foco da andlise recai sobre a capacidade ou ndo da LGPD em garantir que a
perfilizagdo feita pelas redes sociais estejam alinhadas com os fundamentos para o qual a lei
foi criada. Para isso serdo analisadas pesquisas recentes sobre como as redes sociais t€m
influenciado na formagdo da personalidade e comportamento dos usuarios, para ao fim
responder se a legislagdo apontada ¢ suficiente ou nao para disciplinar o tema.

Busca-se compreender se a perfilizacdo € uma pratica compativel com o principio do
fundamento da personalidade. Além disso, discute-se se, mesmo diante do consentimento do
usudrio, ¢ necessaria uma atuacdo mais efetiva do Estado como regulador das relagdes entre
usudrios e redes sociais, considerando que a privacidade e prote¢do de dados pessoais integra
os direitos de personalidade e compde o rol de direitos fundamentais previstos no art. 5°,
LXXIX, da Constitui¢do Federal de 1988*

Contudo, os direitos dos usuarios ndo sdo o unico bem a ser considerado, sendo de
suma importancia a ponderagdo entre o direito a livre iniciativa e o incentivo ao
desenvolvimento tecnoldgico no pais. Diante disso, estudar a protecdo de dados no contexto
das redes sociais torna-se essencial para compreender e equilibrar os multiplos direitos
previstos na legislacdo brasileira, direitos estes que ndo se anulam e precisam coexistir de
forma harmoniosa.

Danilo Doneda destaca a necessidade de uma releitura do direito a privacidade a luz
das transformagdes sociais atuais, a fim de garantir sua efetividade. Tal atualizacdo ¢
fundamental para que o Estado possa atuar de maneira eficaz, considerando o novo contexto
em que a privacidade se insere, sob pena de se instaurar um estado de ndo direito e abrir
espago para mecanismos sociais alheios aos valores estatais (Doneda, 2006).

Considerando a necessidade de harmoniza¢ao mencionada e o desequilibrio presumido
de forcas na relagdo entre usudrio/consumidor e fornecedor, a segunda se¢do do trabalho sera
dedicado a construgdo juridico-normativa sobre privacidade e prote¢ao de dados no Brasil,
evidenciando a constru¢do juridico/normativa sobre o tema.

Nao ha na legislagdo brasileira qualquer vedagdo para o fornecimento de dados
pessoais, bem como para o seu tratamento por empresas privadas, o que por consequéncia

permite considerar a pratica legitima, desde que realizada nos termos do art. 7° da LGPD, que

4 LXXIX - ¢ assegurado, nos termos da lei, o direito a protegdo dos dados pessoais, inclusive nos meios digitais.
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indica as bases legais para o tratamento de dados por empresas privadas, porém, tal artigo
deve ser analisado em conjunto com outros dispositivos, que visam garantir a efetividade da
protecao, como os direitos de autodeterminagdo informativa e livre desenvolvimento humano.
temas que serdo aprofundados na terceira secao.

Como destacado por Mendes (2014), a andlise da protecdo de dados pessoais na
sociedade da informagdo tem a funcdo de compreender e responder aos desafios sociais,
ressaltando que o problema nao reside na tecnologia, nas inovagdes ou na rede social em si,
mas nas decisdes tomadas em relacdo a elas e no equilibrio de interesses dos atores
envolvidos.

Diante das particularidades do tratamento massivo de dados e de suas implicagdes
coletivas, este trabalho reserva um momento especifico para discutir os principais atores
envolvidos nesse debate, com destaque para as grandes empresas de tecnologia, conhecidas
como Big Techs, Google, Apple, Facebook, Amazon e Microsoft, tradicionalmente agrupadas
sob a sigla GAFAM.

A proposta de dedicar uma secao exclusiva as Big Techs visa analisar o viés politico
do mercado de dados, abordando a informagdo como ativo de manutencdo de poder e o
movimento ciclico do capitalismo, que periodicamente se reorganiza para criar estruturas de
dominio global, neste trabalho caracterizado pelo acumulo de informagdes por um pequeno
grupo de empresas norte-americanas em um contesto que pode, inclusive, colocar o Brasil
novamente na posi¢do de fornecedor de commodities, agora na forma de dados.

Ressalta-se que o estudo nao questiona os beneficios e 6nus das redes sociais nem
propde a proibicdo do tratamento de dados por empresas privadas fornecedoras do servigo,
mas visa destacar aspectos juridicos e politicos especificos do tema.

O cerne da reflexdo ¢ questionar os limites dessa pratica a luz da legislacdo sobre
protecdo de dados, considerar as particularidades politicas e sociais do Brasil no contexto da
economia da informagio’. A pesquisa reconhece a autonomia da vontade das partes, mas
relativiza tal autonomia por se tratar de uma relagdo de consumo, € consequente mente uma

parte vulneravel, conforme sera abordado em item préprio.

5 Concepgdo no qual o conhecimento é considerado um insumo para o processo produtivo moderno. Uma economia baseada
no conhecimento se apoia efetivamente na habilidade de gerar, armazenar, recuperar, processar e transmitir informagoes,
fungdes potencialmente aplicaveis a todas as atividades humanas (Tigre. 2005 p 24-25).
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A Secdo 2 abordard a constru¢do normativa da privacidade e protecdo de dados no
Brasil, destacando como as transformagdes sociais, especialmente no ambiente digital,
exigiram a adaptag¢ao de normas existentes e a criacao de novas regulamentagoes.

Serdo discutidas as dificuldades de regular modelos tecnologicos em um cenario onde
as legislagdes ndo acompanham a velocidade das inovagdes. Entre os fatores responsaveis por
essa defasagem estdo a incompreensao das nuances tecnologicas, a burocracia legislativa e
pressoes de interesses econdmicos, o que pode resultar em normas inadequadas a realidade
(Rossi, 2023).

A proposta da segunda secdo ¢ realizar um balanco juridico, mapeando como o
ordenamento brasileiro se estruturou para a era da informagdo. Em seguida, o texto
questionard como a legislacdo brasileira pode ser aplicada para disciplinar a pratica de
profiling no ambiente das redes sociais da empresa Meta.Inc para ao fim demonstrar nos
resultados se, do ponto de vista material, existe uma ponderacdo entre o direito de livre
iniciativa da empresa Meta os direitos de autodeterminagdo informativa e o livre
desenvolvimento humano dos usuarios.

A Secao 3 analisa os direitos ao livre desenvolvimento da personalidade, articulando-
os a pratica de perfilizacdo algoritmica e parte da articulagdo desses direitos com a teoria da
identidade narrativa de Paul Ricoeur, discutindo como a coleta massiva de dados e a
intervengdo do algoritmo de perfilizacdo pode afetar afeta a constru¢do da identidade e a
autonomia dos usuarios.

A Secdo 4 investiga a presenca das redes sociais da Meta Platforms Inc. na economia
da informagdo, com foco na realidade brasileira. A partir da forte adesdo dos usudrios as
plataformas, analisa-se a posi¢do do Brasil no mercado global de dados e os riscos de
dependéncia tecnologica e neocolonialismo informacional.

A Secdo 5 aprofunda os desafios regulatérios do profiling, destacando o caso
Cambridge Analytica e o papel da Meta. Platform Inc. no contexto das big techs. e a
fragilidade do uso do consentimento como base legal para a permissao da perfilizagao.

A Secdo 6 apresenta as conclusdes da pesquisa, retomando os objetivos, discutindo a
insuficiéncia do consentimento como base legal e destacando os achados do trabalho. Aponta
as contribuicdes teodricas e praticas, reconhece limitagdes e propde diregdes para estudos
futuros sobre regulacdo de dados. Finalizando a pesquisa serdo postas as conclusoes,
respondendo se os objetivos aqui propostos foram devidamente alcangados, as limitagdes

metodoldgicas da pesquisa e as perspectivas de continuidade do objeto analisado.
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1.2 Objetivos

Os objetivos da pesquisa sdo organizados em geral e em especificos, a seguir.

1.2.1 Objetivo Geral

Analisar a compatibilidade da técnica de profiling praticada nas redes sociais da Meta
Platforms Inc. (Instagram e Facebook) com o principio do livre desenvolvimento da
personalidade e da autodeterminagdo informativa do artigo art. 2° da Lei Geral de Prote¢ao

de Dados - LGPD para entender se hd ou ndo violagdo destes principios.

1.2.2 Objetivos Especificos

1. Mapear o arcaboucgo juridico-normativo brasileiro sobre privacidade e prote¢do de
dados, incluindo:

2. Avaliar a fungdo e os limites do consentimento como base legal para o profiling,
considerando o desequilibrio de poder entre usuarios e plataformas (modelo fake it or
leave if).

3. Investigar o modelo de negécio da Meta Platforms Inc. e sua relagdo com principios
como inviolabilidade da vida privada (CF, Art. 5° X), livre desenvolvimento
humano e autodeterminag¢ao informativa.

4. Levantar as principais discussdes sobre o tema.

1.3 Justificativa

Das novas possibilidades trazidas pela tecnologica, a exemplo das redes sociais,

surgem também novas problemdticas como a digitalizagdo®, datificacio da vida’, racismo

6 O termo digitalizag¢do refere-se a conversio de praticas sociais, econdmicas e comunicacionais para formatos digitais,
processo que, segundo Castells (2009), ¢ parte da reestruturagdo informacional do capitalismo e influencia diretamente a
organizacdo da vida em rede.

7 A expressio datificacdo da vida designa a transformagio de aspectos cotidianos da experiéncia humana em dados passiveis
de coleta, analise e exploragdo econdmica. Conforme Zuboff (2021), trata-se da conversdo da experiéncia em
comportamento previsto e comercializado por sistemas de inteligéncia algoritmica.
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algoritmico® entre outras. O que inicialmente era apenas uma ferramenta para interagdo de
universitarios, cresceu e se desenvolveu ao ponto de ser utilizada por parte significativa da
populagdo mundial, com utilizagdo que vai muito além de interagdo e entretenimento.

Além de um local de interacdo as redes sociais permitiram que se instalassem um novo
modelo de negodcios, em especial a publicidade segmentada, que permite encurtar o caminho
entre produto/servigo do e consumidor final, a partir da identificagdo do perfil de consumo de
cada usuario.

E como ponto central desta engrenagem estdo os dados, capturados, processados e
agrupados de forma a conhecer este usudrio consumidor e oferecer produtos com base em
seus gostos, técnica conhecida como profiling. Entretanto esta técnica tem chamado a atengao,
de diversas areas como a sociologia, a politica e o direito, que t€ém questionado quais os
impactos desta pratica nos consumidores/usuarios, € entre tais questionamentos estd a
influéncia dessa perfilizacdo no comportamento humano e a capacidade de afetagdo do livre
desenvolvimento da personalidade e da autodeterminagdo informativa, que ¢ o objeto desta
pesquisa.

A chamada “industria de dados” ja ¢ considerada uma das principais forgas
econdmicas do século XXI, sendo os dados pessoais frequentemente referidos como “o novo
petréleo” (The World’s, 2017). Diferentemente das commodities tradicionais, os dados
possuem uso praticamente ilimitado, ampliando o potencial de lucro das empresas a custos
marginais reduzidos. O comportamento dos usuarios nas redes sociais, ¢ transformado em um
ativo imaterial de altissimo valor, a informacao deixa de ser meio e passa a ser o proprio
produto comercializado.

Historicamente, paises colonizadores, como Estados Unidos, consolidaram vantagens
estruturais, pois acumularam capital, tecnologia e poder decisério, estabelecendo padrdes que
outros paises tendem a seguir ou se adaptar, enquanto paises colonizados ou periféricos, como
o Brasil, permanecem em posi¢do subordinada, reproduzindo padrdes de dependéncia e
exportagdo de matéria prima, que a economia da informagdo ¢ representada pelos dados, cujo
valor agregado ¢ apropriado pelos centros hegemonicos.

Ainda atualmente, o Brasil exporta em sua maioria, produtos de baixa densidade

tecnologica, como soja petroleo bruto e minério de ferro, que apresentam baixo grau de

80 conceito de racismo algoritmico descreve a reprodugio de vieses e discriminagdes raciais em sistemas automatizados.
Noble (2022) analisa como mecanismos de busca e tecnologias digitais refletem e amplificam desigualdades sociais
existentes, consolidando praticas discriminatdrias sob aparéncia de neutralidade.
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processamento industrial, sendo seu preco determinado principalmente pela demanda
internacional e ndo pela incorporagdo de tecnologia ou inovagdo (Righi; Santos; Oliveira,
2021).

Pesquisa realizada pelo Instituto de Estudos para Desenvolvimento Intelectual (IEDI),
entre 1995 e 2021 (ultimo dado disponivel), mostram que no que se refere ao indice de
complexidade econdmica (ICE), o Brasil tem demonstrado uma piora significativa no ranking
mundial de complexidade, saindo da 25° posi¢do em 1995, para 70° posi¢ao em 2021 (IEDI,
2024)°. Tais dados sdo relevantes para entender que o atraso tecnoldgico e a permanéncia do
Brasil enquanto fornecedor de commodities, ateta o pais em diversos setores, em uma
movimentagdo macro, todavia, para que nao se desvie do objeto ndo exploraremos aqui as
causas do atraso tecnologico que afetou pais nas tltimas décadas.

No contexto digital, o pais repete esse padrao ao exportar dados de seus cidadaos,
enquanto o processamento € a monetizacdo desses dados ocorrem majoritariamente em
empresas estrangeiras, como a Meta Platforms Inc. O que cria uma assimetria de poder e
conhecimento, refor¢cando a dependéncia tecnologica do Brasil em relagdo a paises
desenvolvidos e grandes plataformas digitais no mercado de dados (Pacete, 2023).

Na estrutura da economia informacional, as redes sociais desempenham papel crucial
na coleta, processamento ¢ monetizacdo de dados, muitas vezes sem que OS Usuarios
compreendam plenamente a finalidade e o impacto desse tratamento. Segundo relatério do
Data Reportal (2025), o Brasil contava com 144 milhdes de identidades ativas em redes
sociais em janeiro de 2025, o que representa cerca de 67,8% da populagdo total. O pais ¢
reconhecido como um dos maiores mercados de redes sociais do mundo, com o Instagram
entre as plataformas mais populares, somando mais de 141 milhdes de usuérios ativos em
setembro de 2024.

Entender o comportamento dos consumidores que permite que as empresas
fornecedoras possam otimizar seus produtos/servicos e tornd-los cada vez mais competitivos,
0 que a principio ndo seria um problema, porém a auséncia de um controle eficaz sobre o

tratamento dos dados pode afetar ndo s6 a privacidade individual, mas também direitos

9 O Indice de Complexidade Econdmica (ICE) é uma medida da sofisticagdo produtiva de um pais, baseada na analise da sua
estrutura exportadora. Segundo o IEDI, o ICE combina informagdes sobre a diversidade da economia (quantidade de
produtos exportados) e a ubiquidade desses produtos (quantos paises também os exportam). Economias mais complexas
sdo aquelas que apresentam uma pauta exportadora diversificada e exportam produtos sofisticados, com baixa ubiquidade,
ou seja, que poucos paises conseguem produzir e exportar. J4 economias menos complexas tendem a exportar produtos
mais comuns ¢ menos exigentes em capacidades técnicas e tecnologicas (IEDI, 2024).
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difusos e interesses coletivos, dada a escala e o impacto social dessas praticas (Righi; Santos;
Oliveira, 2021).

Casos emblematicos, como o Cambridge Analytica, em 2018, demonstram como o uso
indevido de dados pode influenciar processos politicos e sociais, extrapolando o ambito
individual e exigindo respostas regulatdrias robustas (Silva, 2024; Zuboff, 2019). O caso
Cambridge Analitica ¢ apenas um dos muitos exemplos em que dados de milhdes de usuarios
foram coletados sem consentimento para criar perfis psicologicos e direcionar campanhas
politicas.

Outras implicacdes evidenciam o poder da empresa Meta em modular condutas e
opinides, como a estratégia de algoritmos e design de plataformas, que sdo projetados para
capturar a aten¢do dos usudrios € maximizar o tempo de uso, especialmente entre jovens.
Recursos como rolagem infinita, notificacdes constantes e filtros de beleza, desenvolvidos
para promover engajamento compulsivo e dependéncia, impactando a saude mental e a
autoimagem de adolescentes (Chagas et al., 2025).

Nesta logica, um processamento inadequado pode gerar desdobramentos publicos e
privados, justificando a interven¢do estatal para proteger direitos fundamentais e coletivos,
mesmo diante do consentimento formal dos titulares (Brasil, 2018).

O tema merece ser estudado pela sua relevancia tedrica, pratica e social, propondo
uma discussdo atual sobre protecdo de dados. O impacto sobre parcela expressiva da
sociedade torna a matéria simultaneamente um direito individual e coletivo (Hoffmann-Riem,
1997 apud Mendes, 2014, p. 610).

Diferentemente de estudos que abordam genericamente a protecao de dados ou os
impactos das redes sociais, esta dissertagdo inova ao articular conceitos de direito, sociologia
e filosofia para investigar como a perfilizagdo automatizada pode afetar materialmente a
autonomia dos usudrios brasileiros, no contexto especifico das redes sociais.

O trabalho avanga o estado da arte ao propor uma reflexdo sobre a suficiéncia do
arcabouc¢o normativo nacional, evidenciando lacunas regulatorias e sugerindo caminhos para
uma regulacdo mais efetiva. O estudo também contribui ao incorporar o debate sobre
colonialismo de dados, vulnerabilidade coletiva e soberania digital, ampliando o olhar para
além da perspectiva individual e propondo a protecdo de direitos difusos e coletivos frente ao
poder das big techs. Dessa forma, a pesquisa nao apenas preenche lacunas tedricas e

normativas identificadas na literatura, mas também subsidia o desenvolvimento de politicas
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publicas e estratégias regulatdrias capazes de equilibrar inovagao tecnologica e protecao dos

direitos fundamentais no ambiente digital brasileiro.

1.4 Método de pesquisa

A pesquisa adota uma abordagem qualitativa de carater indutivo, integrando analise
documental para investigar a pratica de profiling nas redes sociais Instagram e Facebook
(Meta Platforms Inc.) sob a otica do direito ao livre desenvolvimento da personalidade e
autodeterminagdo informativa previsto na Lei Geral de Protecao de Dados (LGPD).

O método baseia-se na revisdo critica de fontes primarias, como legisla¢do brasileira
(Constitui¢do Federal, LGPD, Marco Civil da Internet), diretrizes da Autoridade Nacional de
Protecdo de Dados (ANPD), termos de uso das plataformas, doutrinas afetas ao tema, e
pesquisas sobre a influéncia das redes sociais no comportamento humano. Também serao
utilizadas fontes secunddrias, incluindo decisdes judiciais recentes e relatdrios de sangdes

administrativas aplicadas a empresa.

1.5 Questao de pesquisa

A pratica de profiling nas redes sociais da Meta Platforms Inc, Facebook e Instagram,
¢ compativel com os principios fundamentais do livre desenvolvimento da personalidade e
autodeterminagdo informativa previstos no art. 2° da Lei Geral de Protecdo de Dados?

A pesquisa busca investigar, no contexto da legislagdo brasileira, se a perfilizagao dos
usuarios feita a partir da coleta de dados nas redes sociais da empresa Meta esta

materialmente de acordo com os principios da LGPD.

1.6 Hipotese

A pratica de profiling pela Meta Platforms Inc, mesmo quando fundamentada em
consentimento formalmente valido, viola materialmente os direitos a autodeterminagao
informativa e ao livre desenvolvimento da personalidade previstos na Lei Geral de Protegao
de Dados Brasileira .

A pesquisa parte do pressuposto de que a dindmica atual de coleta e uso de dados em

redes sociais para fins de profiling deveria ter como base legal o legitimo interesse da
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empresa, de forma que ndo recaisse sobre o usudrio a responsabilidade de decidir sobre o
tratamento de seus dados, pois ndo possuiria expertise técnica para tal e por consequéncia, o
arcabouco juridico sobre o tema necessitaria de uma complementagdo normativa mais

especifica.

1.7 Referencial teorico

O referencial tedrico estrutura-se em trés eixos centrais, articulando debates sobre
privacidade, assimetria informacional e capitalismo de vigilancia, no contexto do profiling em
redes sociais.

Com o avanco das tecnologias as institui¢des privadas perceberam os dados como um
ativo econdmico capaz de revolucionar produtos e processos, passando a captar dados para
fins entender os desejos dos usudrios e consequentemente ofertar produtos com maior
assertividade, reduzindo custos de marketing e logistica por exemplo.

Neste contexto a figura Orwelliana!® do grande irmdo, representada pelo estado, passa
a dividir espago com o pequeno irmdo, termo utilizado para se referir as empresas do setor
privado que coletam, armazenam e processam dados de seus clientes, finais ou ndo, para
atingir seus objetivos econdmicos. (Buchner, 1999 citado por Shertell).

Shoshana Zuboff (2019), em sua obra A era do capitalismo de vigilancia, A lutar por
um futuro humano na nova fronteira do poder, analisa como o capitalismo contemporaneo
transformou os dados pessoais em matéria-prima fundamental, configurando um novo modelo
econdmico baseado na extracdo, andlise e comercializa¢do de informagdes comportamentais.

Os referenciais foram pensados de modo a fundamentar o direito subjetivo dos
usudrios a privacidade, a prerrogativa destes de consentir ou nao o tratamento de dados e a
movimentacdo deste modelo de negdcio como parte de uma engrenagem maior, uma
reformulacdo do capitalismo e a ldgica de controle, o chamado capitalismo de vigilancia.

Zuboff descreve o capitalismo de vigilancia como um sistema no qual grandes
plataformas digitais, incluindo as redes da Meta Platform Inc. utilizam algoritmos para prever
e influenciar o comportamento dos usudrios, convertendo a experiéncia humana em

mercadoria. Esse processo ndo apenas gera assimetrias de poder e conhecimento, mas também

19Adjetivo que se refere ao estilo, temas ou ideias presentes nas obras de George Orwell
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ameaga a autonomia individual, ao manipular as escolhas e modelar identidades,
comprometendo o livre desenvolvimento da personalidade e a autodeterminacdo informativa.

A contribui¢do de Zuboff ¢ fundamental para compreender a dimensao estrutural do
profiling e sua relacdo com a logica econdmica das redes sociais, oferecendo uma critica a
concentracdo de poder nas maos de poucas empresas e a perda de controle dos individuos
sobre seus proprios dados.

Danilo Doneda (2006), em sua obra Da Privacidade a Prote¢do de Dados Pessoais,
questiona a nog¢do tradicional de privacidade ao analisar como o avanco tecnoldgico € o
tratamento massivo de dados desafiam os limites classicos desse direito. O autor argumenta
que a privacidade ndo pode ser compreendida apenas como o direito de estar s6 ou de
proteger a intimidade, mas deve ser reinterpretada como uma garantia dindmica, voltada a
protecao do individuo frente aos novos riscos impostos pelo ambiente digital.

Doneda destaca que o controle sobre as informagdes pessoais ¢ um elemento central
da privacidade contemporanea, pois a capacidade de decidir sobre a circulagdo, o uso e a
finalidade dos proprios dados configuram uma dimensdo fundamental da autonomia
individual.

Nesse sentido, o autor defende que a privacidade deve ser ressignificada como um
direito a autodeterminagdo informativa, capaz de assegurar ao titular o poder de gerenciar e
proteger suas informacdes pessoais diante das novas formas de vigilancia e intervencao, tanto
por parte do Estado quanto de empresas privadas, o que reflete diretamente sobre o livre
desenvolvimento da personalidade e a dignidade humana em uma sociedade cada vez mais
conectada (Doneda, 2006).

O Codigo Civil cuida dos direitos de personalidade no capitulo II dos artigos 11 a 21,
garantindo os direitos voltados a resguardar a prote¢dao da integridade corporal, o direito ao
nome a imagem e a privacidade. Todavia, com as modificagdes sociais, a personalidade
adquire novas perspectivas as quais naturalmente o Codigo Civil ndo pode alcangar ao tempo
de sua edigdo, necessitando de uma reinterpretagdo para que possa alcangar a finalidade para o
qual foi criado (Stancioli, 2011).

Sobre a interpretacdo ou reinterpretagdo do cddigo civil sobre os direitos de
personalidade traremos os precedentes jurisprudenciais do julgamento da lei do censo alemao
e o caso IBGE, que figuraram como marcos historicos para o reconhecimento do livre

desenvolvimento da personalidade e autodeterminagdo informativa como um direito.
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Na analise das formalidades exigidas pela LGPD para que as redes sociais possam
coletar os dados, utilizaremos os apontamentos feitos por Bruno Ricardo Bioni (2019), que
critica a centralidade excessiva do consentimento como mecanismo de protegao,
considerando-o insuficiente diante da complexidade das politicas de privacidade e da
assimetria informacional entre usudrios e empresas.

Para Bioni (2019), a protecdo de dados exige mecanismos regulatorios robustos e o
reconhecimento desse direito como autonomo em relacdo a privacidade classica,
especialmente diante da complexidade das politicas de privacidade e da assimetria
informacional entre usuarios e empresas.

No que tange a relacdo consumidor x fornecedor, o trabalho ir4 utilizar a tese da
assimetria informacional, utilizando da obra de Laura Schertel Mendes como embasamento
tedrico, que defende a impossibilidade de mensuracdo exata das consequéncias do seu
consentimento devida a assimetria de poder inerente das relagdes de consumo. Nas palavras
de Mendes:

Por 6bvio, ndo se trata de simplesmente “ infantilizar” o titular dos dados,
tratando-o como incapaz de decidir por si mesmo ou simplesmente ignorar
sua capacidade racional. Porém, o foco excessivo na obtencdo de seu
consentimento (aparentemente) informado deixa de lado algo mais
complexo: a real capacidade do titular dos dados pessoais de
substancialmente compreender e avaliar os riscos e prejuizos que poderao
advir de seu consentimento, sobretudo online (Mendes, 2014, p. 510-512).

Mendes defende ainda que o processamento impréprio de dados é por natureza difuso
exigindo uma tutela juridica coletiva, tratado como uma politica publica autdnoma, ponto este
de extrema relevancia para o trabalho que analisara a pratica do profiling sob a perspectiva
dos direitos difusos e coletivos, defendendo que a regulagdo deve ser pensada enquanto
politica publica e ndo apenas como um direito individual dos consumidores/ usuarios.

Fechando os referenciais tedricos, para complementar discussdes propostas
agregaremos os estudos sobre colonialismo digital, desenvolvidas Faustino e Lippold (2023) e
colonialismo de dados de Cassino, Souza e Silveira (2021). A escolha destes referenciais sao
uma forma de concentrar a discussdo em um contexto brasileiro, utilizando como base tedrica
obras que foram elaboradas levando em consideracdo a complexidade brasileira incluindo as
camadas sociais e raciais que certamente ndo podem ser ignoradas.

Sérgio Amadeu e Joyce Souza e Joao Francisco Cassino (2021), criticam a falta de

regulacdo da transferéncia internacional de dados na LGPD (art. 33), e chamam a atencao
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para o que denominaram no estudo de uma “ndo-questao” termo utilizado para questionar a
auséncia de debates sobre a acumulagdo de capital informacional de paises periféricos, no
qual se inclui o Brasil, e a relagdo dessa extragao massiva de dados com o neocolonialismo,
defendendo politicas de soberania digital através de investimentos em inteligéncia
computacional local e soberania algoritmica e conhecimento tecnoloégico como um bem
comum livre.

Deivison Faustino e Walter Lippold (2023) propde uma discussdo sobre a ligacao
entre a mente humana, e como os seres humanos estdo sendo utilizados como meio para
alimentar algoritmos, discutindo a l6gica da mais valia nas relagdes digitais, sob a 6tica dos
pensadores Karl Marx e Frantz Fanon.

A abordagem teorica de Paul Ricoeur (1991) serd incorporada a pesquisa para
aprofundar a andlise sobre os impactos do profiling sob a otica da teoria da identidade
narrativa desenvolvida pelo autor, que estuda a constituigdo do sujeito por meio da
construgdo continua de uma narrativa pessoal, integrando experiéncias passadas, presentes e
expectativas futuras em uma historia coerente de si mesmo, através da atribuigdo de sentido as
proprias vivéncias de modo reflexivo e autonomo.

A partir desse referencial, sera possivel investigar de que maneira as praticas de
profiling, ao coletar, analisar e direcionar informagdes pessoais, podem restringir ou
condicionar a liberdade do sujeito de construir e reconstruir sua propria narrativa. Os
algoritmos, ao influenciar o acesso a determinados conteudos, sugerir comportamentos e
moldar interagdes nas redes sociais, tendem a limitar as possibilidades de expressdo e de
autocompreensao, impactando diretamente o processo de desenvolvimento da personalidade.
Assim, a teoria de Ricoeur oferece um arcabouco filoso6fico para compreender como a
autonomia narrativa do individuo pode ser afetada pelas dinamicas algoritmicas.

Tendo em vista que no contesto deste trabalho os dados sdo considerados um ativo
fundamental da economia do conhecimento, utilizaremos dos ensinamentos do professor
Paulo Bastos Tigre, sobre paradigmas tecnoldgicos para posicionar o modelo de negocio da
empresa Meta na engrenagem da economia da informacdo ou, como nomenclatura utilizada
pelo autor economia do conhecimento, aqui entendidas como sindnimos.

Diante do exposto, o referencial tedrico apresentado oferece uma base solida para
compreender os multiplos desafios e implicagdes do profiling em redes sociais, articulando
questdes de privacidade, assimetria informacional e capitalismo de vigilancia e constru¢ao de

identidade. Problematizando os impactos da perfilizagcdo no livre desenvolvimento da
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personalidade. O trabalho evidencia a complexidade do tema e a importancia a importancia de
politicas publicas que promovam o equilibrio entre inovacdo tecnoldgica e salvaguarda dos

direitos fundamentais.
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2 A CONSTRUCAO JURIDICA DAS LEIS DE PROTECAO DE DADOS PESSOAIS
NO BRASIL - DEFINICAO E CLASSIFICACAO

Nesta secdo traremos a construcdo legislativa sobre privacidade e prote¢do de dados
no Brasil. Serdo analisados os conceitos de privacidade em suas diferentes abordagens
doutrinarias, bem como a constru¢ao legislativa sobre o tema, partindo da Constituigao
brasileira e adentrando nas normas infraconstitucionais que surgiram ao longo dos anos de

acordo com a necessidade de resposta a evolugdo social (Doneda, 2006. p. 33).

2.1 Privacidade e Protecio de Dados na Constituicido Federal, previsao juridica e

evolucao do instituto

Para fins deste trabalho, entende-se por privacidade o direito fundamental de controle
sobre o fluxo de informagdes pessoais, abrangendo tanto a prote¢do contra intromissodes
indevidas quanto a capacidade de autodeterminacdo informativa. Esse conceito ¢ dinamico,
contextual e deve ser compreendido a luz das transformagdes tecnologicas e sociais,
especialmente no ambiente digital, onde a privacidade assume contornos relacionados a
protecdo contra usos abusivos e automatizados de dados pessoais.

A construgdo legislativa sobre privacidade e protecdo de dados no Brasil parte de um
dialogo entre conceitos historicos e demandas contemporaneas. A Constitui¢do Federal de
1988 consagrou a inviolabilidade da vida privada como direito fundamental, o que em uma
analise finalista poderia incluir os dados pessoais como um direito derivado da privacidade
(Art. 5° X). Porém, apenas com a Emenda Constitucional n® 115/2022 a prote¢do de dados
pessoais foi elevada explicitamente a esse status, integrando o rol do Art. 5° e atribuindo a
Unido competéncia exclusiva para legislar sobre o tema (BRASIL, 2022). Essa mudanca
refletiu a necessidade de adaptacdo do ordenamento juridico a uma sociedade informatizada,
onde dados pessoais passam a ser um ativo estratégico, especialmente no contexto econdmico.

Em que pese a inclusdo da prote¢do de dados no Brasil ter sido inserida por uma
emenda constitucional apenas em 2022, faz sentido para a constru¢do de raciocinio que este
seja o primeiro dispositivo juridico analisado, para que o leitor entenda a hierarquia
normativa, visto que toda e qualquer norma infraconstitucional criada, ainda que anterior a

Constituicao, deve se adequar aos limites constitucionais estabelecidos.
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Em 2022, a emenda constitucional n°® 115 altera a Constituicdo Federal Brasileira para
incluir o inciso LXXIX, do artigo 5° que insere a protecdo de dados pessoais no rol de direitos
e garantias fundamentais de terceira geracdao, também conhecidos como direitos difusos ou
transindividuais, que surgem em resposta as demandas coletivas e globais, como o meio
ambiente e a paz, necessdrios garantir a dignidade humana em um mundo digitalizado
(Unaerp, 2024; Brasil, 2022).

Danilo Doneda explica os direitos fundamentais como sendo os instrumentos que
protegem aspectos essenciais da personalidade humana, vinculados a dignidade e a autonomia
do individuo, especialmente no contexto da sociedade contemporanea, ndo podendo ser
reduzidos apenas a escolhas individuais, necessitando de mecanismos coletivos e normativos
que assegurem protecao efetiva (Doneda, 2020).

O inicio dos debates sobre privacidade surge em 1890 com o artigo The
righttoprivacy, de Warren e Brandeis (1890 apud Mendes, 2014, p. 583), que definem a
privacidade como o “direito de ser deixado em paz”. Os autores denunciam como a fotografia,
0s jornais e outros aparatos tecnologicos permitiam o acesso e divulgacdo de fatos sobre a
esfera privada da vida dos individuos de uma forma antes impensavel.

Warren e Brandeis fundamentaram o direito a privacidade como protegdo a
inviolabilidade da personalidade, rompendo com a ldgica anterior que associava a prote¢do da
vida privada a propriedade do que ¢ fisico, passando a interpretar tal direito sob a otica do
principio da inviolabilidade da personalidade, entendimento que influenciou a Constitui¢ao
brasileira.

Da identificagcdo do que ¢ privacidade os autores definem uma série de hipdteses que a
principio ndo caracterizavam uma violagdo, entre eles o consentimento dos usudrios sobre o

que se deseja ou ndo tornar publico. Nas palavras dos autores:

(b) o direito a privacidade nao veda a comunicagdo de tudo que é privado,
pois se isso acontecer sob a guarda da lei, como, por exemplo, em um
Tribunal ou em uma Assembleia Legislativa, ndo hé violacdo desse direito;
(c) a reparagdo ndo sera exigivel se a intromissdo for gerada por uma
revelacdo verbal que ndo cause danos; (d) o consentimento do afetado exclui
a violagao do direito; (Warren; Brandeis, 1890 apud Mendes, 2014, p. 491).

Celso Ribeiro de Bastos e Ives Gandra da Silva Martins (2001) destacam a dificuldade

de se definir o alcance do conceito de privacidade diante das muitas possibilidades que variam
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de acordo com o periodo e local, que modificam de forma substancial o contexto em que o

termo estd sendo analisado, nas palavras do autor:

Nio é facil demarcar com precisdo o campo protegido pela constitui¢do, E
preciso notar que cada época da lugar a um tipo especifico de privacidade.
Nos tempos atuais, seria tornar o dispositivo constitucional muito fraco ao
considerar que ele abrangesse s6 o ocorrido nas casas dos particulares
(Bastos; Martins, 2001, p. 71).

Irwin Altman conceitua a privacidade como uma vontade de gerenciamento e
negociacao continua, um processo dinamico, com limites a serem e refinados de acordo com a
circunstancia. No entendimento de Altman, o nivel 6timo de privacidade ¢ algo subjetivo
alcancado quando se atinge o que ¢ desejado pelo individuo, ou seja, o nivel de contato com
outros, a regulacdo de privacidade é entdo “openness and closeness"!! (Altman, 1975)”.

Trazendo a discussdo para as redes sociais, o contexto escolhido como objeto, as
discussdes sobre o significado de privacidade se intensificam, pois se torna extremamente
mutavel em funcao de diversos fatores como a localizacao do usuario, formas de uso, pessoas
com quem deseja interagir, horério do dia entre outras variaveis.

Para Mikhail Vieira de Lorenzi Cancelier (2016), o conceito moderno de privacidade
esta profundamente ligado a protecdo contra usos indevidos ou abusivos das informagdes
pessoais, especialmente no ambiente digital, onde os registros podem ser armazenados e
disseminados indefinidamente.

Daniel Solove (2008), em Understanding Privacy (2008), argumenta que a
privacidade € um conceito plural, composto por diferentes dimensdes e interesses, incluindo
protecdo contra invasdo, divulgacdo indesejada, uso indevido e distorcdo de informacgdes
pessoais. Solove propde uma “teoria pragmatica da privacidade”, na qual o foco estd nas
praticas e nos danos concretos que violam a privacidade, em vez de buscar uma definicao
universal e abstrata.

Sobre a relacdo entre privacidade e contexto, Ariel Soares Teles, em sua tese de
doutorado, realizou uma pesquisa com 164 brasileiros para testar a ferramenta SelPri,
integrada ao Facebook, que permite aos usudrios adaptarem as configuragdes de privacidade
de suas postagens conforme diferentes situagdes, como trabalho, casa ou estudo. Os resultados

indicaram que a maioria dos usudrios gostariam de proteger suas informacdes de forma mais

11 Controle da “abertura” ou “fechamento”, imposi¢do de limites, para acesso a algo que é considerado privado pelo
individuo, por exemplo, informagdes pessoais.
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eficaz no ambiente online, com 80% dos participantes considerando a solug¢do util para
garantir a privacidade (Teles, 2017).

Todavia, trazendo a discussdo para o contexto da presente pesquisa, observa-se que a
vontade dos usuarios em ajustar a privacidade nao seria possivel, pois a solu¢ao apresentada
por Ariel se aplica apenas as postagens dos usuérios e ndo ao acesso que a plataforma tem aos
dados, ja que nos aplicativos Instagram e Facebook o consentimento for dado pelo usuario
uma Unica vez, ndo havendo uma ferramenta da propria plataforma em que o usuario possa
acessar e/ou modificar quaisquer das licengas concedidas, ou mesmo solicitar a retirada de
alguma informagao pessoal que entender violar a sua privacidade.

Em sintese, as principais teses sobre privacidade incluem: (i) o direito de ser deixado
em paz (Warren e Brandeis), (i1) a privacidade como controle sobre informagdes pessoais
(Westin, Solove), (iii) a privacidade como processo dindmico de negociacao (Altman), (iv) a
privacidade contextual (Nissenbaum), e (v) a prote¢do contra usos indevidos de dados
pessoais, especialmente no ambiente digital (Cancelier). Essas perspectivas evidenciam a
complexidade e a multidimensionalidade do conceito de privacidade, exigindo uma
abordagem integrada e atualizada no ordenamento juridico brasileiro.

Atualmente a Constitui¢do prevé de forma expressa que a protecdo ao instituto inclui
os meios digitais, e consequentemente as redes sociais'? atribuindo a responsabilidade de
fiscalizacdo, prote¢ao e tratamento dos dados a Unido (Brasil 1988). Todavia, quanto a
eficacia, ¢ classificada como norma de eficacia limitada, aquela cuja concretizacdo depende
de regulamentacao infraconstitucional complementar ao texto definindo a forma como tal
direito sera efetivado em cada contexto (Silva, 2019).

Em sintese, a evolucao do instituto da privacidade e da protecdo de dados no Brasil
reflete a necessidade de adaptacdo do ordenamento juridico as novas realidades tecnoldgicas e
sociais. O conceito de privacidade, inicialmente associado a inviolabilidade da personalidade,
ampliou-se para abranger a autodeterminagdo informativa e a protecdo contextual dos dados
pessoais, especialmente no ambiente digital.

No entanto, a efetividade desses direitos depende da complementagdo por normas
infraconstitucionais, que detalham os mecanismos de protecdo e os deveres dos agentes de

tratamento. Dessa forma, a analise da legislagdo infraconstitucional, como o Cddigo de

2Art. 5° LXXIX - ¢ assegurado, nos termos da lei, o direito a protegdo dos dados pessoais, inclusive nos meios digitais.
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Defesa do Consumidor e o Marco Civil da Internet, torna-se fundamental para compreender a

efetividade da protecdo de dados no pais, tema que sera desenvolvido nos itens subsequentes.

2.2 Cddigo de Defesa do Consumidor (CDC)

Iniciando o estudo das setoriais, analisaremos as contribui¢des da lei 8.078/90 também
conhecida como Cddigo de Defesa do Consumidor (CDC, 1990) sobre privacidade e prote¢ao
de dados. A linha interpretativa adotada parte de uma leitura finalista, orientada pela funcao
social da norma e pela realidade das relacdes de consumo mediadas por tecnologias digitais,
posicionamento que tem sido adotado pela doutrina e jurisprudéncia brasileira, conforme
veremos ao longo do desenvolvimento do texto.

O Codigo de Defesa do Consumidor assume especial relevancia na prote¢do dos
usudrios de redes sociais diante das praticas de perfilizacdo e tratamento massivo de dados
pessoais. Ao reconhecer a vulnerabilidade do consumidor e impor deveres de transparéncia e
boa-fé¢ aos fornecedores, o CDC oferece uma base normativa robusta para equilibrar relagdes
marcadas por forte assimetria informacional, incluindo o ambiente digital. Essa perspectiva ¢
fundamental para o presente item, que busca compreender como a legislacdo consumerista
pode mitigar os riscos a autodeterminacdo informativa e ao livre desenvolvimento da
personalidade nas plataformas da Meta.

Embora nao tenha sido pensado especificamente para o tema privacidade, protecao de
dados e redes sociais, o Codigo de defesa do consumidor foi a primeira lei a tratar o tema de
forma moderna, visando as novas tecnologias de processamento de dados, servindo como
embasamento para importantes decisdes que reconheceram a natureza juridica da relagdo
entre redes sociais e usuarios, qual seja, uma relagdo de consumo (Brasil, 1990; Mendes,
2014).

Classificado como norma de ordem publica e de interesse social, o CDC encontra
fundamento na propria Constituicdo Federal, no artigo 170, inciso V, que estabelece a defesa
do consumidor como principio da ordem econdmica devendo se aplicar a pessoas fisicas,
juridicas e as coletividades, promovendo prote¢do ampla nas relagdes de consumo (Castro,

2023, p. 11; Brasil, 1990)".

BCDC, Art. 1° O presente codigo estabelece normas de protegio e defesa do consumidor, de ordem publica e interesse social,
nos termos dos arts. 5°, inciso XXXII, 170, inciso V, da Constituicdo Federal e art. 48 de suas Disposigdes Transitorias.
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O Codigo de Defesa do Consumidor (CDC) foi criado para equilibrar as relagdes entre
consumidores e fornecedores, sob o argumento de trazer igualdade material, implementando
mecanismos de protecdo a parte mais vulneravel da relagdo contratual. Seu objetivo ¢
restabelecer o equilibrio, aplicando-se a todas as situagdes em que estejam presentes, um
fornecedor e um consumidor, assim definidos nos artigos 2° e 3°, incluindo a coletividade de

pessoas, ainda que indetermindveis, vejamos:

Art. 2° Consumidor ¢ toda pessoa fisica ou juridica que adquire ou utiliza
produto ou servigo como destinatario final.

Paragrafo unico. Equipara-se a consumidor a coletividade de pessoas,
ainda que indeterminaveis, que haja intervindo nas relacdes de consumo.
Art. 3°: Fornecedor ¢ toda pessoa fisica ou juridica, publica ou privada,
nacional ou estrangeira, bem como os entes despersonalizados, que
desenvolvem atividade de producdo, montagem, criacdo, construcao,
transformagdo, importacdo, exportagdo, distribuicdo ou comercializagdo de
produtos ou prestacdo de servigos. (Brasil, 1990, grifo nosso).

Em um primeiro momento, a aplicagdo do Coédigo de Defesa do Consumidor (CDC)
aos servigos prestados por plataformas de redes sociais suscitou, controvérsias na doutrina,
sobretudo em razao da auséncia de pagamento direto pelos usudrios. A prestagdo gratuita do
servigo levou parte da doutrina a questionar se estariam configurados os elementos essenciais
a caracteriza¢ao de uma relacao de consumo.

Entretanto, esse entendimento foi progressivamente superado tanto pela doutrina
quanto pela jurisprudéncia nacional, sendo pacificado pelo Poder Judicidrio brasileiro
prevalecendo o entendimento de que a gratuidade aparente ndo afasta, por si sO, a incidéncia
do CDC. A fundamentacdo para tal conclusdo reside no fato de que a remuneracdo pode se
dar de forma indireta, por meio da coleta e exploragdo econdmica de dados pessoais,
publicidade dirigida e outros mecanismos tipicos da economia digital.

Para Doneda (2021), a gratuidade nas plataformas digitais mascara um modelo de
monetizacdo baseado na coleta e uso de dados pessoais, o que reforga a existéncia de uma
contraprestagdo e, portanto, de uma relacao juridica de consumo.

No mesmo sentido, o Superior Tribunal de Justica, reconheceu que a auséncia de
pagamento direto, por si sd, ndo ¢ motivo justo para afastar a incidéncia do CDC nas relagdes
entre usuarios e plataformas digitais, uma vez que a remuneracdo pode ocorrer de forma
indireta por meio da exploracdo econdmica dos dados pessoais (Brasil, STJ, REsp

1.316.921/RJ, 2012).
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Compreendeu-se que a auséncia de contraprestacdo financeira ndo compromete a
presenca dos elementos estruturantes da relacdo de consumo. Ao contrdrio, revela-se a
existéncia de vinculo contratual atipico, mas juridicamente relevante, no qual o provedor do
servigo de rede social assume papel inequivoco de fornecedor, conforme defini¢do da propria
lei, sendo inaplicavel qualquer tentativa de dissociag@o entre a figura do provedor de servicos
digitais e os parametros normativos proprios das relacdes de consumo.

A jurisprudéncia sobre o tema foi proferida no Recurso Especial 1.316.921 RJ
2011/0307909-6, no caso envolvendo a apresentadora Maria da Graga Xuxa Meneghel e a
Google Brasil Internet LTDA e teve como relatora a ministra do Superior Tribunal de Justiga

Nancy Andrigh que abordou a questdao em seu relatorio:

Na ligdo de Claudia Lima Marques, a expressdo "remuneragdo" permite
incluir todos aqueles contratos em que for possivel identificar, no sinalagma
escondido (contraprestagdo escondida), uma remuneragdo indireta do servigo
(Comentarios ao codigo de defesa do consumidor: arts. 1° ao 74. Sao
Paulo: RT, 2003, p. 94). No caso da GOOGLE, ¢ clara a existéncia do
chamado cross marketing — acdo promocional entre produtos ou servigos em
que um deles, embora nao rentavel em si, proporciona ganhos decorrentes da
venda de outros. Apesar das pesquisas realizadas via GOOGLE SEARCH
serem gratuitas, a empresa vende espagos publicitarios no site, bem como
preferéncias na ordem de listagem dos resultados das buscas. (Brasil,
STJ/2011, grifo do autor).

Aqui vale abrir um breve paréntese para destacar a importancia de empresa google na
economia informacional, pois foi a empresa que inaugurou o modelo de negodcio que utiliza os
dados como principal ativo, e inclusive se mantem ainda hoje entre as principais big techs que
monopolizam a economia de dados, integrando o chamado GAFAM, que sera objeto de
estudo em item proprio.

Reconhecer a relacdo de consumo ¢ de extrema relevancia, pois significa admitir a
vulnerabilidade do consumidor, havendo um desequilibrio preexistente entre as partes, o que
permite uma excec¢do a regra da ndo intervenc¢do do estado nas relagdes privadas, pois leva-se
em conta a limitagdo técnica de compreensdo do consumidor, possibilitando uma relagao
igualitaria (Mendes, 2014).

Sobre a relagdo de desequilibrio o CDC trabalha com duas hipoteses, a primeira ¢ de
carater material, que considera a vulnerabilidade do consumidor, caracteristica intrinseca de

toda a relagdo de consumo, conforme art. 4°, inciso I, do instituto. A segunda ¢ de ordem



33

processual, que estd ligada a situacdo concreta em que o consumidor se encontra em
determinado processo, prevista no artigo 6°, inciso VIII do instituto (Brasil, 1990).

Em que pese a semelhanca entre os conceitos, ¢ importante trazer esta diferenciacao
para que tais institutos ndo se confundam, pois enquanto a vulnerabilidade ¢ presumida e
alcanga todos os consumidores, a hipossuficiéncia ¢ um instituto de natureza técnica, nao
presumida, que surge quando além de ser a parte mais vulneravel o consumidor também tem
uma impossibilidade técnica de produzir as provas de seu direito.

Neste trabalho compartilhamos do posicionamento que em um ambiente de rede social
0 usuario ¢ a0 mesmo tempo vulneravel por ndo ter a possibilidade de estar em condi¢do de
igualdade na relagdo com a empresa e hipossuficiente, devido a dificuldade de comprovar
eventual direito subjetivo violado por uma rede social, necessitado da interven¢do do estado
para estabelecer o equilibrio.

Com mencionado no item anterior, a Constitui¢do disciplina os comandos gerais,
cabendo a legislagdo infraconstitucional dizer o como tal direito serd organizado em cada
matéria. As normas especiais sao criadas quando se identifica a necessidade de protecdo ou
regulamentacdo mais detalhada para determinados grupos, relagdes juridicas ou contextos
sociais, visando atender de maneira adequada as particularidades que as normas gerais nao
conseguem alcancgar (Castro, 2023).

Classificado como norma de ordem publica e de interesse social, o CDC encontra
fundamento na propria Constituicdo Federal, no artigo 170, inciso V, que estabelece a defesa
do consumidor como principio da ordem econdmica devendo se aplicar a pessoas fisicas,
juridicas e as coletividades, promovendo prote¢do ampla nas relagdes de consumo (Castro,
2023; Brasil, 1990).

De acordo com Cldudia Lima Marques (1994), o CDC exerce triplice funcao, qual
seja: promover a defesa do consumidor; assegurar o principio geral da atividade econdmica
necessaria a defesa do consumidor, art. 170, V, da CRFB; e ordenar a tutela especial
infraconstitucional, art. 48, do ato das Disposi¢des Constitucionais Transitorias da
Constitui¢ao Federal de 1988 (Revista de Direito Internacional Econémico e Tributario, p.18,
citado por Castro, 2023).

Estabelecidos os atores aos quais a lei se aplica, o diploma avanga para o artigo 4°,
principios da relagdo de consumo, que estabelece uma série de objetivos, para consumidores,
fornecedores e ao estado brasileiro, como a necessidade de protecdo efetiva e equilibrio de

interesses entre protecdo do consumidor e desenvolvimento tecnoldgico. (CDC 1990).
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Trazendo os principios para a pesquisa, pode-se constatar que o legislador, apesar de
reconhecer a vulnerabilidade do consumidor, ndo estabelece uma hierarquia sobre quais
direitos devem prevalecer, mas propde um equilibrio de interesses, de maneira que nao haja
uma dicotomia entre tecnologia e privacidade (Mendes, 2014, p. 577). Entretanto, como
pontuado por Naina Ariana Souza Tumelero (2021), se analisado o objetivo do CDC, ainda
que indique outros direitos concomitantes, resta claro que o consumidor € o sujeito nucleo da
prote¢do do instituto.

Apesar de sua fun¢do social e do carater protetivo em relagdo ao consumidor, o
Codigo de Defesa do Consumidor (CDC) deve ser interpretado em harmonia com outros
principios constitucionais, como o direito a livre iniciativa e o interesse economico. Dessa
forma, a protecdo conferida ao consumidor ndo ¢ absoluta, devendo ser ponderada a luz do
caso concreto € em conjunto com outros direitos fundamentais.

Nessa perspectiva, o CDC atua como base interpretativa, sendo aplicado de forma
subsididria quando ndo houver norma especifica, prevalecendo esta ultima em situacdes de
conflito aparente de normas, conforme o principio da especialidade. A andlise comparativa
entre o CDC e a Lei Geral de Protecdo de Dados (LGPD) revela a necessidade de uma
abordagem integrada para a efetiva prote¢do dos direitos do consumidor, especialmente diante
dos desafios impostos pelo tratamento de dados pessoais nas relagdes de consumo digitais.

Enquanto e CDC se preocupa de cuidar de toda a cadeia de consumo, a LGPD,
originalmente estruturada para regular o tratamento de dados pessoais em geral, ndo detalha
de forma especifica e exaustiva as particularidades e desafios de todas as etapas e agentes
envolvidos na cadeia complexa de tratamento de dados em um contexto de consumo. Ao
mesmo tempo que a LGPD reconhece a vulnerabilidade do consumidor, concede a este o
direito de consentimento para o tratamento de seus dados quase que de maneira irrestrita o
que pode configurar uma contradi¢dao entre os institutos.

Ponto relevante é que nenhum dos institutos faz mencdo expressa ao profiling,
diferente da General Data Protection Regulation (GDPR), legislacdo europeia que inspirou a

LGPD. Que optou por tratar o tema de forma especifica em seu artigo 4°:

Defini¢do de perfis: qualquer forma de tratamento automatizado de dados
pessoais que consista em utilizar esses dados pessoais para avaliar certos
aspetos pessoais de uma pessoa singular, nomeadamente para analisar ou
prever aspetos relacionados com o seu desempenho profissional, a sua
situacdo econémica, satde, preferéncias pessoais, interesses, fiabilidade,
comportamento, localizacao ou deslocagdes (GDPR DIGEST, 2025).



35

No contexto brasileiro € possivel que a depender do caso concreto o tema careca de
uma solugdo legislativa mais eficaz, necessitando nesta hipdtese, da combinacdo entre
institutos, para solucionar os problemas de acordo com o caso concreto, € nesta combinagdo o
CDC seria considerado como base interpretativa e reafirmacao da vulnerabilidade e assimetria
informacional dos usuarios.

Avancando na analise do CDC temos o principio da Transparéncia e informagao clara,
previsto nos arts. 4°, 6°, I11, e 31 da lei, que determina que a informagdo entregue ao usuario
seja apresentada de maneira adequada e clara quanto aos produtos ou servicos que serao
oferecidos. Todavia, da leitura dos termos de uso percebe se uma imprecisdo sobre como ¢
feita a perfilizagdo do usudrio, vejamos: “Ao usar nossos produtos, voc€é concorda que
podemos mostrar aniincios que consideramos como possivelmente relevantes para vocé e seus
interesses. Usamos seus dados pessoais para ajudar a determinar quais anuncios
personalizados serdao mostrados a vocé” (Facebook, 2025).

Para que a informacdo seja considerada transparente, ¢ fundamental que o titular dos
dados compreenda o que sera feito com suas informagdes e de que forma isso ocorrera; caso
contrario, ndo sera possivel ao consumidor ter plena ciéncia sobre o destino de seus dados, ou
a forma como tal procedimento pode o impactar, conforme dispde o art. 6°, VI, do CDC.

A dificuldade do usudrio estd em entender qual o caminho de seus dados no periodo
p6s consentimento, pois ainda que a plataforma informe quais dados serdo coletados, a coleta
¢ apenas parte da cadeia de tratamento sucedida pelo processamento, armazenamento,
critérios técnicos de automatizagdo, e esta falta de precisao causa opacidade, inviabilizando a
transparéncia para com 0s USUarios.

Neste sentido, Bioni (2019, p. 127) ressalta que o CDC, art. 43,'* cuida dos direitos do
consumidor de forma ampla em relagdo aos bancos de dados, dando abrangéncia ao artigo
para que alcance todo e qualquer dado pessoal, para que ndo se limite a pensar o banco de
dados apenas como parametros de avaliagdao de crédito, nas palavras do autor: “A racional do
legislador foi alcangar todo e qualquer banco de dados que atinja o livre desenvolvimento da
personalidade do consumidor”.

Entretanto, o CDC nio ¢ claro sobre qual os regramentos para a manipulagao de dados

ndo pessoais ou informagdes obtidas por inferéncia. O que dificulta ao consumidor a real

4Art. 43. O consumidor, sem prejuizo do disposto no art. 86, terd acesso as informagdes existentes em cadastros, fichas,
registros e dados pessoais e de consumo arquivados sobre ele, bem como sobre as suas respectivas fontes.
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compreensdo de como seus dados sdo tratados, consequentemente afetando a transparéncia da
relacdo prevista no art. 6°, 111, e 31.

A transparéncia e informacao clara, exigem que o fornecedor entregue a informagao
ao usudrio de maneira compreensivel, sobre os produtos ou servicos que serdo oferecidos,
entretanto os termos de uso das plataformas por muitas vezes apresentam textos extensos e
linguagem técnica, de forma que ndo fica claro sobre como se déa a coleta e tratamento dos
dados, dificultando a finalidade da Lei ja4 que a auséncia de transparéncia impede um
consentimento informado e eficaz do ponto de vista material.

Sobre a falta de transparéncia, pesquisa realizada pelo NetLab, laboratdrio vinculado a
Escola de Comunica¢do da Universidade Federal do Rio de Janeiro (UFRIJ), constatou que
nenhuma das principais empresas de rede social atingem a pontuagdo considerada ideal em
grau de transparéncia e de qualidade de dados. Entre as big techs analisadas estd o Instagram,
que em uma escala de 0 a 100 alcangou apenas 52,1 pontos, sendo classificado como regular.
o que demonstra uma deficiéncia da plataforma em cumprir de forma satisfatoria o requisito
da transparéncia e consequentemente de se adequar ao CDC (Gama, 2024).

O Facebook explica em seus termos de uso sobre a experiéncia personalizada que ¢
feita a partir dos dados dos usudrios. Entretanto, da leitura do texto ndo € possivel aferir quais
sdo os limites da captacdo de dados feita pela plataforma e quais os destinos desses dados. A
plataforma informa apenas que serdo utilizados “dentro e fora” dos produtos da empresa” o

que gera duvida razoavel quanto a finalidade do uso. Vejamos:

Sua experiéncia no Facebook ndo se compara a de mais ninguém: desde as
publicagdes, os stories, os eventos, os anincios e outros conteudos que vocé
v€ no Feed do Facebook ou na nossa plataforma de video até as Paginas do
Facebook que vocé segue e outros recursos que pode usar, como o Facebook
Marketplace e a pesquisa. Por exemplo, usamos os dados sobre as conexdes
que vocé faz, as escolhas e as configuracbes que seleciona ¢ o que
compartilha e faz dentro e fora dos nossos Produtos para personalizar a
sua experiéncia. (Meta, 2025, grifo nosso).

Importante ressaltar que a presente pesquisa nao se destina a discutir um dano em tese,
mas de trazer luz a uma série de casos envolvendo a empresa ao longo dos anos, formando
duvida razoavel de que os dados dos usudrios sdo utilizados para finalidades diversas, que
extrapolam a finalidade informado pelos termos de uso, qual seja a perfilizagao para fins de
melhora na experiéncia e oferecimento de anlncios. Para fins de fundamentar esta

informagao, alguns desses casos serdo abordados ao longo da pesquisa.
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Sobre forma de tratamento dos dados, a pesquisa ndo logrou éxito em encontrar, em
meios oficiais da plataforma, como ¢ feita a formagao de perfil e/ou quais conteudos serdao
expostos, demonstrando uma opacidade no modo de operacao dos aplicativos da empresa.

Fato ¢ que ao tempo da edicdo de uma lei ndo € possivel prever todas as evolugdes
sociais, de maneira que se faz constantemente necessario a atualizagdo das leis, bem como a
edicao de novas normas mais especificas que se adequem ao momento atual.

Sugere-se entdo uma atualizagdo do MCI, para incluir normas especificas sobre
transparéncia algoritmica, direito a explicacdo das decisdes automatizadas e mecanismos de
controle do usuario sobre seu perfil digital. Um avango possivel seria a previsdo de relatorios
de impacto a privacidade para operacdes de profiling, inspirado no art. 38 da LGPD, ¢ a
exigéncia de que as plataformas oferecam ferramentas para que o usuario acesse, corrija ou
conteste o perfil construido sobre si, garantindo assim maior efetividade a autodeterminacao
informativa e ao livre desenvolvimento da personalidade (Brasil, 2018; ANPD, 2023).

Todavia, ainda que ndo pensado especificamente no contexto de redes sociais e
protecao de dados o CDC, ¢ capaz de promover algum grau de protecdo aos usuarios em
relagdo as praticas de perfilizagdo, em especial se analisada de maneira finalista € em conjunto
com outras legislagdes, sendo comumente utilizado com fundamentacido em decisdes judiciais
envolvendo os usuarios e as redes sociais da empresa Meta.

Neste item a pesquisa tentou demonstrar a pratica de profiling a luz da relagdo de
consumo, observou que o instituto ndo menciona expressamente a pratica, mas ¢ capaz de
trazer subsidios minimos de protecdo aos consumidores/usuarios, sendo utilizado
subsidiariamente pelo judicidrio brasileiro para fundamentar decisdes sobre a

responsabilidade dos provedores de servico e plataformas digitais.

2.3 O Marco Civil da Internet, edi¢io e abrangéncia

Em resposta aos desafios do mundo digital que crescem aceleradamente, o Brasil vem
buscando criar uma estrutura legal solida para proteger a privacidade e os dados pessoais no
ambiente digital. Neste contexto ¢ editada a Lei 12.965/2014, também conhecida como Marco
Civil da Internet (MCI), que estabelece principios, garantias, direitos e deveres para o uso da
Internet no pais (Brasil, 2014).

O Marco Civil da Internet assume papel importante na protegao dos usudrios de redes

sociais, ao estabelecer principios como neutralidade, privacidade e autodeterminagdo
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informativa, necessarios para a tutela dos direitos fundamentais no ambiente digital, além de
trazer os comandos de boas praticas no ambiente digital, no qual se inclui a prote¢do dos
dados pessoais, tida como um de seus pilares, ao lado da neutralidade de rede e da liberdade
de expressao (Arruda, 2021; Bioni, 2019).

Para fins do MCI as redes sociais sdo consideradas provedores de aplicacdo de

internet, assim definidas pelo artigo 5°,VII, como:

Qualquer pessoa natural ou juridica que oferece um conjunto de
funcionalidades acessiveis por meio de um terminal conectado a internet,
devendo se submeter a legislacdo brasileira quando realizarem operagdes de:
coleta, armazenamento, guarda e tratamento de registros de dados pessoais,
classificagdo na qual se enquadra o servigo de rede social ou de
comunicagdes em territério nacional (Brasil, 2014; Brasil, STJ, 2022).

Quanto aos usudrios, ocupam a figura de titulares, entendido como as pessoas naturais
usuérias da plataforma'® No contexto da Lei Geral de Protegdo de Dados Pessoais (LGPD), a
Meta Platforms Inc. atua como agente de tratamento, sendo responsavel pelas operacdes de
tratamento de dados realizadas nos aplicativos Instagram e Facebook, conforme os incisos V e
XI do artigo 5° da LGPD. Simultaneamente, a empresa também ¢ classificada como
provedora de aplicacdo de internet, nos termos do Marco Civil da Internet (MCI), sujeitando-
se, portanto, a ambos os regimes normativos (Brasil, 2018; Brasil, 2014; ANPD, 2024).

Em sintese, o Marco Civil da Internet fornece subsidios importantes para a protecao do
usudrio ao reconhecer a autodeterminagdo informativa e exigir transparéncia e controle sobre
o tratamento de dados pessoais sendo utilizado para embasar decisdes judiciais e
administrativas para exigir maior clareza e responsabilidade das plataformas digitais,
especialmente em casos envolvendo praticas abusivas de coleta e uso de dados. Contudo nao
ha uma regra estabelecida para como deve ser o consentimento nestes casos, ou qual a lei
deveria cuidar desta problematica, se 0 MCI ou a LGPD.

O MCI pode ser utilizado para mitigar os riscos a autonomia e a autodeterminacdo
informativa dos usudrios, especialmente em contextos de coleta massiva e tratamento
automatizado de dados. No entanto, a efetividade do consentimento como ferramenta de

controle ainda ¢ limitada diante da complexidade técnica, da assimetria informacional, e das

130 trabalho utilizara a nomenclatura de acordo com a redagdo da legislagdo que esta sendo analisada, MCI, entretanto,
eventualmente utilizaremos o termo consumidores, entendidos na pesquisa como sinénimos.
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lacunas juridicas, refor¢ando a necessidade de uma abordagem integrada entre MCI, LGPD e
CDC (Bioni, 2019; Doneda, 2021).

O Marco Civil, assim como na LGPD utiliza o consentimento do usuario como
principal base legal para tratamento de dados pessoais, todavia as legislagdes trataram do
tema de forma parcialmente diferente. Importante mencionar que o Marco Civil foi editado
em 2014, quatro anos antes da Lei Geral de Prote¢do de Dados, de modo que ndo poderia ao
tempo de sua edi¢cdo mencionar a lei ou mesmo se adequar a ela. (Brasil. 2014).

A ordem cronologica da edi¢ao das leis traz implicagdes quanto a aplicabilidade de
determinados dispositivos, que podem ser expressas ou tacitamente revogados pela lei
posteriormente editada, \aa exemplo do art. 7°, Incisos VII e IX do MCI (Bioni, 2019)

No art. 7°, Incisos VII e IX'® do Marco Civil da Internet, os requisitos do
consentimento para o tratamento de dados por terceiros precisava ser: livre, expresso ¢
inequivoco, baseado na proposta de que o titular deveria seguir seus dados em todos os seus
movimentos, ou seja, maior carga de participacdo do titular de dados. (Bioni, 2019, grifo
Nn0sso).

Todavia, a LGPD ndo reproduziu o texto na integra, trazendo em sua redagdo que o
consentimento deve ser, uma manifestacdo livre informada e inequivoca, art. 5°, XII,
mantendo o consentimento de forma expressa apenas aos dados pessoais sensiveis, art. 11. 1
LGPD (Bioni, 2019, grifo nosso).

O consentimento informado requer que o ato de consentir seja consciente, de forma
que ndo deixe duvida sobre a intencdo do usuario em autorizar o tratamento de seus dados,
ndo necessitando que seja necessariamente escrito ou destacado das demais clausulas. Ja o
consentimento expresso exigiria maior carga participativa do titular, incluindo por exemplos
clausulas mais descritivas e destacadas das demais, o que na pratica torna a LGPD menos
rigorosa quanto ao consentimento (Arruda, 2021, p. 90; Bioni, 2019, p. 203).

Bioni critica a adogdo do termo “especifico” por acreditar ser redundante,
argumentando que em um cenario de protecao de dados qualquer consentimento deveria ser
necessariamente direcionado para um propdsito especifico e explicito, de acordo com o

principio da finalidade, sendo intrinseco a uma declaracdo de vontade. O autor argumenta que

16 Art. 7° O acesso a internet € essencial ao exercicio da cidadania, € ao usudrio sdo assegurados os seguintes direitos:

VII - ndo fornecimento a terceiros de seus dados pessoais, inclusive registros de conexao, e de acesso a aplicagoes de
internet, salvo mediante consentimento livre, expresso e informado ou nas hipodteses previstas em lei;

IX - Consentimento expresso sobre coleta, uso, armazenamento e tratamento de dados pessoais, que devera ocorrer de forma
destacada das demais clausulas contratuais;
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do ponto de vista técnico seria melhor que a LGPD tivesse mantido a mesma redagao do MCI,
entendendo que semanticamente o termo “expresso’ representaria um nivel de interacdo mais
intenso (Bioni, 2019, p. 202-203).

Por ter sido editada especificamente para regular o tratamento de dados pessoais,
inclusive nos meios digitais, a redagdo da LGPD substitui a do MCI na hipotese de um
conflito aparente de normas, por ser norma posterior ¢ mais especifica sobre dados, em
obediéncia ao principio da especialidade, sendo assim, aplicar-se-4 o termo informado
(LGPD),em vez de expresso (MCI), gerando a derrogagao tacita do artigo 7°, incisos VII e IX,

do Marco Civil da Internet, como explica Maximiliano:

quando cessa em parte a autoridade da lei, ou do costume, da-se a
derrogacdo; quando se extingue totalmente, é o caso de ab-rogagdo. Um
termo genérico - revogacdo abrange um e outra hipdtese. [...] A revogagdo ¢
expressa, quando declara a lei nova; tacita, quando resulta, implicitamente,
da incompatibilidade entre o texto anterior e o posterior (Maximiliano, 2006,
p- 291-292).

Em que pese discussdes doutrindrias sobre o tema, prevalece o entendimento pela
revogacdo parcial da norma, na modalidade tacita, com fundamentos no principio da
especialidade e no artigo 2° da Lei de Introducio as Normas de Direito Brasileiro!’, a
exigéncia de procedimento mais rigoroso (expresso) permanece apenas quanto aos dados
sensiveis, ou aqueles que possam revelar dados pessoais sensiveis '¥, nos quais se mantém a

necessidade de maior carga participativa do usuério (LGPD, 2018; Maximiliano, 2006).

2.4 O consentimento como base legal para profiling

Como proposto nos objetivos especificos da pesquisa, neste item analisaremos o
consentimento como base legal apropriada para a pratica de profiling especificamente no
ambiente das redes, analisando a forma e os efeitos do instituto que tem sido fortemente

questionado pela doutrina brasileira, no qual este trabalho fara suas contribuigdes.

17 Art. 2° Nio se destinando a vigéncia temporaria, a lei terd vigor até que outra a modifique ou revogue. § 1> A lei posterior
revoga a anterior quando expressamente o declare, quando seja com ela incompativel ou quando regule inteiramente a
matéria de que tratava a lei anterior.

18Art. 5° Para os fins desta Lei, considera-se: II - dado pessoal sensivel: dado pessoal sobre origem racial ou étnica, convicgio
religiosa, opinido politica, filiacdo a sindicato ou a organizagdo de carater religioso, filoséfico ou politico, dado referente &
saude ou a vida sexual, dado genético ou biométrico, quando vinculado a uma pessoa natural;

Art. 11. O tratamento de dados pessoais sensiveis somente podera ocorrer nas seguintes hipdteses: I - quando o titular ou
seu responsavel legal consentir, de forma especifica e destacada, para finalidades especificas;
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Para Doneda (2021), o modelo atual de consentimento nas redes sociais ¢ insuficiente
para garantir que o usudrio compreenda efetivamente o destino e o tratamento de seus dados,
especialmente diante da opacidade dos algoritmos e da assimetria técnica e informacional
entre as partes. O autor pontua que a mera disponibilizagdo de informagdes nao ¢ suficiente
para assegurar o controle do usuario sobre seus dados, de modo a fortalecer a protecdo dos
direitos fundamentais do consumidor (Doneda, 2021; Bioni, 2019).

Bioni (2019) reconhece a importancia do MCI como um refor¢o a protecdo da
privacidade e a autodeterminacdo informativa como principio estruturante da relagdo entre
usuario e provedor, mas assim como Doneda (2021) critica o uso do consentimento como
base legal unica, sob o argumento de que a complexidade e o volume de dados nas
plataformas tornam inviavel uma decisdo genuina e informada por parte dos usuarios (Bioni,
2019).

Como possiveis solugdes, Bioni levanta a possibilidade de procedimentos que chamem
a atencao do autor para o ato, como por exemplo, mensagens textuais explicativas, imagens,
combinag¢do de ambos, ou uma dupla verificagdo a partir da combinagdo de canais, como por
exemplo, autoriza¢do por e-mail e posteriormente por mensagem de texto Bioni (2019). Em
que pese o autor pontuar sobre a pressdo social de estar nas redes sociais, as discussoes
circulam majoritariamente entre a relagdo entre consentimento x autodeterminagao
informativa.

Contudo, as criticas dos autores se concentram na hipossuficiéncia técnica dos
usuarios, conectando se com o principio da autodeterminagdo informativa, de modo que o
problema do consentimento poderia ser solucionado aumentando o nivel de consciéncia do
usuario sobre a utilizagdo de seus dados.

Ocorre que ao submeter esses estudos sobre consentimento nas redes sociais da
empresa Meta adicionam-se algumas particularidades a relagcdo entre usudrios e plataforma,
das quais ndo passam apenas por questdes de maior dominio dos usudrios sobre seus dados,
mas também sobre o papel que as redes sociais exercem na rotina dos cidadaos brasileiros,
que como ja exposto, ocupam o terceiro lugar na lista de paises que mais consomem a internet
no Brasil.

Além de exercerem papel relevante na vida social, plataformas como Instagram e
Facebook estruturam seu modelo de negdcio na modalidade conhecida como take it or leave
it. Esse termo, traduzido como “aceite tudo ou nada”, significa que o usuario ndo tem a

possibilidade de negociar ou ajustar os termos de uso: para acessar os Servigos, € preciso
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aceitar integralmente as condi¢des impostas pela empresa. Nessa logica, embora o acesso as
redes sociais seja aparentemente gratuito, o usuario realiza um pagamento indireto ao ceder
seus dados pessoais, que passam a ser utilizados como principal recurso econdmico da
plataforma. Ndo ha, portanto, alternativa de acesso sem a concordancia com essa troca,
tornando o fornecimento de dados uma condig@o obrigatoria para o uso dos servigos.

Importante mencionar que o consentimento na modalidade take it or leave it, nas redes

sociais apresentado pelo termo “li e concordo”, ndo apenas permite o acesso aos dados dos
usudrios, mas também impde uma série de clausulas de natureza contratual por adesdo, aquela
sem qualquer margem de negociacdo entre consumidor ¢ fornecedor, que nao ¢ vedado
legalmente por nenhum instituto, sendo portanto permitido nos termos do art. 122 do Cédigo
Civil ¥ formando uma lacuna juridica explorada por plataformas como Facebook e Instagram.

Por este motivo entendemos que a redug¢do da opacidade resolveria parcialmente o
problema do consentimento, pois ainda que seja destacado e o nivel de consciéncia técnico do
usuario fosse elevado a um ponto que o permitisse entender efetivamente sobre o que estd
autorizando, ainda assim o consentimento poderia estar viciado, pois a redugdo da opacidade
seria uma solugao parcial da autodeterminagao informativa.

Considerando que entre os requisitos do consentimento estd a liberdade, ou seja,
precisa ser livre, além de informado e inequivoco, o aumento de consciéncia e carga
participativa do usudrio supriria o requisito da informagdo, entretanto o que questionamos
neste item ¢ sobre o requisito da liberdade, tecendo a critica que, diante de uma escolha
binaria em que o ndo aceitar implicaria em um custo social, a escolha ndao pode ser
efetivamente livre.

Por este motivo, permaneceriam as implicagdes quanto ao livre desenvolvimento da
personalidade, ja que este guarda relacdo com a autonomia da pessoa para se desenvolver
conforme suas escolhas e valores, livre de interferéncias indevidas, direito este que
entendemos nao ser pleno diante de uma relagdo contratual, em que a ndo aceitagao implicaria
automaticamente na exclusao e no ndo pertencimento a um ambiente social.

Trazendo as consideragdes do Codigo Civil brasileiro sobre os vicios de
consentimento em matéria de contratos, a validade do consentimento em uma relagao

contratual pode estar viciada nas seguintes hipoteses:

19 Art. 122. Sao licitas, em geral, todas as condi¢des ndo contrarias a lei, a ordem publica ou aos bons costumes; entre as
condigdes defesas se incluem as que privarem de todo efeito o negocio juridico, ou o sujeitarem ao puro arbitrio de uma das
partes
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1) Erro (arts. 138-144): caracterizado pela falsa percepcao da realidade que leva uma
das partes a celebrar o contrato, podendo se subdividir em erro substancial, aquele
relativo a natureza ou ao objeto do contrato, ou erro acidental, quando relativo a
circunstancias que nao afetam o contrato.

i1) Dolo (arts. 145-150), caracterizado pela manobra enganosa por uma das partes para
induzir a outra a celebrar o contrato, e se subdivide em positivo, agdo de enganar,
ou negativo, omissao de informagdes relevantes.

1i1) Coacao (arts. 151-155), pressao fisica ou psicologica exercida sobre uma das partes
para que esta celebre o contrato.

iv) Estado de perigo (art. 156), Exploracao de situacdo de necessidade premente que
leva a parte a aceitar condigdes manifestamente desvantajosas;

v) Lesdo (art. 157).

A pesquisa compactua com a ideias de que o consentimento nas redes sociais
Facebook e Instagram, precisa ser analisado sob ao menos trés perspectivas:

A primeira referente a opacidade do tratamento, causada pela falta de informagdes
especificas sobre o caminho percorrido pelos dados, bem como o real uso destes dados por
parte de seus agentes controladores, caracterizando um vicio de dolo, de modo negativo, pela
omissao de informagdes relevantes.

A segunda camada guarda relacdo com a pressdo social, a necessidade de estar naquele
ambiente e guarda mais relacdo como o instituto da coa¢do, na modalidade psicoldgica e
estrutural, que motiva o usudrio de estar ali pelas oportunidades sociais que os aplicativos t€ém
a oferecer.

A terceira diz respeito a lesdo, art. 157. Art. Ocorre a lesdo quando uma pessoa, sob
premente necessidade, ou por inexperiéncia, se obriga a prestacdo manifestamente
desproporcional ao valor da prestagdo oposta. Aqui se questiona a proporcionalidade, aquilo
que se recebe em troca do que ¢ dado. Aqui compactuamos com a ideia de que devido a
coacao estrutural o usuario tende a consentir como os termos de uso da plataforma nao apenas
por querer utilizar o servigo, mas também pela pressdo de pertencer a este meio social, o que
impossibilita a este a analise de uma balanca justa entre o que se recebe em troca do que se
oferece, incidindo assim no vicio de lesao devido a uma sinalagma desproporcional.

Vale ressaltar que os vicios de consentimento tratados pelo codigo civil, acima

mencionados, foram pensados para contratos civis tradicionais, dos quais a pesquisa se propos
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a fazer uma analogia ao tragar um paralelo entre os vicios de consentimento tradicionais e o
consentimento para tratamento de dados para fins de profiling.

Desta forma, a vulnerabilidade ndo pode ser sanada apenas por atitudes individuais
dos usudrios, mas sim por uma intervengao do estado para reestabelecer o equilibrio entre as
partes, atuando como agente garantido da ordem social.

Para fundamentar a intervencdo do Estado no modelo de consentimento estudado,
utilizaremos da teoria do fato social de Emile Durkheim, por entendermos as plataformas
como mecanismos coletivos, coercitivos e capazes de influenciar comportamentos, alinhando
se com os trés requisitos formulados por Durkheim para caracterizar um fato social, neste
caso, um fato social contemporaneo, sendo eles:

e Exterioridade: as normas, regras e comportamentos das redes sociais existem
independentemente da vontade de cada individuo. Por exemplo, a cultura do
cancelamento, a propagacdo de memes ou a pressdo para se manter conectado sao
fenomenos que ultrapassam o controle individual e sdo impostos pelo ambiente
social digital

¢ Coercitividade: as redes sociais exercem uma forte pressdo sobre seus usudrios, seja
por meio de sangdes sociais (como exclusdo, criticas ou persegui¢do online), seja
pela necessidade de adequagdo a padrdes de comportamento, linguagem e aparéncia.
Quem ndo segue essas normas pode sofrer consequéncias negativas, como
isolamento ou perda de status social.

¢ Generalidade: os padrdes de uso, os costumes e as tendéncias nas redes sociais sao
compartilhados por milhdes de pessoas, tornando-se comuns a todos os usuarios.
Exemplos incluem a adocdo de hashtags, desafios virais e formas de interagcdo que se

espalham rapidamente entre diferentes grupos.

Importante trazer a pesquisa que o Brasil ndo possui qualquer tecnologia equivalente
em se tratando de redes sociais, o que desemboca em uma dependéncia estrutural dos usuarios
brasileiros, visto que a ferramenta ja foi internalizada como parte da rotina dos usudrios,
dependéncia esta que ndo se deu por acaso, pelo contrario, incorporar um determinado
produto ou servigo em uma sociedade, que para que esta se acostume e posteriormente criar
uma relagdo de dependéncia ¢ uma estratégia ja experimentada outras vezes pelo capitalismo

(Cassino; Silveira; Sousa 2021, p. 62).
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Como sugestao de solugdes para restabelecer o equilibrio, sugere se que a mudanca de
procedimento esteja em um passo antes do momento de consentir, na modalidade de aceite da
plataforma, adaptando a legislagdo para que esta se adapte materialmente a dinamica das
redes sociais, de modo a permitir alguma margem de negociacdo dos usudrios sobre seus
dados podendo, por exemplo, exigir modelos alternativos de acesso como o acesso pago sem
o tratamento de dados para fins de antncio.

Acredita-se que o acumulo de dados sobre os usuarios extrapola os direitos de
personalidade e que o ideal seria uma combinacgdo de procedimentos, observados sob Otica
individual e coletiva através de normas mais especificas sobre os dados obtidos através de
inferéncias, mesmo nos casos em que as pessoas nao possam ser identificadas.

Na auséncia de identificagdo da pessoa, a prote¢do deve incidir sobre o grupo de
pessoas perfilizadas, ja que a técnica, nas redes da Meta, ndo tem por finalidade descobrir a
identidade, mas atribuir uma aos usuarios, logo esse grupo social ao qual o usuario foi
atribuido deve gozar de uma protecao, a exemplo do que ja ocorre com outros grupos quando
da aplicagdo de um direito difuso, por serem um grupo de pessoas indeterminadas, porém
conectadas por uma situacao de fato e/ou de direito

Com base nos estudos de Bauman sobre a vigilancia liquida, entende-se que, na
sociedade atual, o consentimento do usuario nas redes sociais pode ser interpretado ndo como
uma escolha genuinamente autdnoma, mas como uma adaptagdo as exigéncias de exposicao e
participagdo social (Bauman, 2014).

Compartilhamos aqui no posicionamento de que o aceite nas redes sociais nao ¢
pautado em concordar e ndo concordar, mas em aceitar o servico da forma em que este se
encontra, ou ser excluido daquele ambiente, ja que na forma take it or leave it ndo ha margem

de negociacdo entre usuario e plataforma.

2.4.1 Consentimento e a lacuna juridica

Além dos dispositivos indicando a necessidade de consentimento, o MCI dedicou
ainda outros 4 dispositivos para orientar o que seria um consentimento expressoZ’,
estabelecendo que as informag¢des devem ser claras, completas e destacadas para

preenchimento dos adjetivos em questdo. Note que € necessario que o agente de tratamento,

20Art, 7°, VI, VIII, IX e XI
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neste caso, a rede social, informe quais os dados e como serdo tratados, e sendo o caso de
dados sensiveis o faga com uma maior carga participativa do usuario, ou seja, de maneira
expressa (Bioni, 2019 apud Arruda 2021, p. 90).

Embora ainda sejam escassos os casos judiciais brasileiros que avaliem diretamente as
situagoes de profiling em redes sociais, a jurisprudéncia do Superior Tribunal de Justica (STJ)
ja reconheceu a incidéncia do Codigo de Defesa do Consumidor (CDC) em relagdes com
plataformas digitais, reforcando a vulnerabilidade do usuério e a necessidade de transparéncia
e controle sobre o tratamento de dados (STJ, REsp 1.316.921/RJ, 2012).

O entendimento pode ser estendido ao MCI, especialmente em casos de desvio de
finalidade ou falta de clareza sobre o uso de dados para perfilizagao, como evidenciado em
episodios internacionais como o caso Cambridge Analytica, que demonstram riscos concretos
a privacidade e a autodeterminac¢do informativa dos usuarios (Brasil, STJ, 2012; Silva, 2024).

Todavia a problematica da relagdo consumidor x consentimento x profiling, estd no
fato de que em um primeiro momento a natureza dos dados tratados (apenas dados pessoais
e/ou triviais) permite que o consentimento seja apenas informado, aquele que necessita de
menor carga participativa.

Entretanto, como serd demonstrado ao longo da pesquisa, a técnica de profiling,
possibilita inferir dados pessoais e/ou pessoais sensiveis, a partir de dados triviais, como
curtidas, interacdes e demonstragdes de interesse — como, por exemplo, compartilhar um
contedo ou cometar em uma postagem —, que permitem a empresa auferir dados a partir de
inferéncias!, o que abre espago para lacunas juridicas procedimentais.

Em uma analise formal, atendendo ao requisito de ser um consentimento informado, as
redes sociais possuem a legitimidade para tratar esses dados dentro dos limites expostos, qual
seja, acessar os dados pessoais para fins de ofertar publicidade.

Entretanto, diversas pesquisas demonstram que, a partir do cruzamento desses dados, ¢
possivel inferir dados sensiveis. No entanto, a opacidade da dindmica de tratamento impede
que o usuario saiba com precisdo se, € em que momento, tais dados foram extraidos, o que
dificulta ndo apenas a atuacdo do consumidor, mas também de Orgdos institucionais

responsaveis por fiscalizagdo e prevengio diante de eventuais violagdes dessa natureza®,

2l Informagdes obtidas através de inferéncias sdo informagdes sobre uma pessoa que ndo foram fornecidas diretamente por
ela, nem captadas de forma explicita, mas sim deduzidas ou calculadas a partir da analise de outros dados pessoais, padroes
de comportamento, interagdes digitais ou cruzamento de informagdes.

22 Os estudos que atestaram a inferéncia foram feitos por rgdos externos, nenhuma informagao sobre tratamento de dados
sensiveis dada pela propria plataforma foi encontrada
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Outro ponto ¢ sobre a incidéncia da LGPD, que como descrita no proprio nome, cuida
da protecdo de dados pessoais ou para formagao do perfil comportamental de determinada
pessoa natural, se identificada (art. 12 § 2°). A lei ndo faz mencao a tratamento de dados nao
pessoais, ou dados para a formagdo de perfil comportamental em que a pessoa ndo seja
identificada.

Ocorre que, quando se tratando de profiling, o usudrio ndo precisa ser necessariamente
identificado para que a intencdo da plataforma seja bem-sucedida, ja que basta que se
enquadre em um perfil de consumo, logo ¢ possivel que a plataforma salve informacdes
suficientes sobre um usudrio, incluindo informagdes sensiveis sobre sexualidade e preferéncia
politica de forma a conseguir induzir seu comportamento sem necessariamente capturar dados
como nome, Registro geral ou CPF.

Como resultado, a pesquisa realizada para este item, aponta para o cenario em que o
consentimento dado pelo usudrio como contrapartida para acessar a redes sociais ndo ¢ o meio
apropriado sob a otica do principio do livre desenvolvimento da personalidade, pois configura
uma base legal meramente formal, pois de fato a escolhe feita pelos usudrios ndao ¢ pautada
unicamente na prote¢ao de seus dados, mas no proveito social proporcionado pelas redes
sociais, nos quais em uma balanga o acesso ao convivio social e o desejo de ndo exclusdo

tende a permanecer.

2.5 Lei Geral de Protecao de Dados

Em 14 de agosto de 2018, apds um longo tempo de trabalho, ajustes, adaptacdes e
consultas publicas foi promulgada a Lei 13.709/2018, Lei Geral de Prote¢cdo de Dados
Pessoais (LGPD), inspirada pelo Regulamento Geral sobre a Protecao de Dados (RGPD) da
Unido Europeia.

A Lei n.° 13.709/2018 nasce com o intuito de regulamentar o tratamento de dados
pessoais, por pessoas fisicas ou juridicas, publicas ou privadas, e institui seus fundamentos no
artigo 2°: respeito a privacidade, a autodeterminacdo informativa, entre outros direitos
fundamentais previstos na Constituicdo.

Todavia, a LGPD igualmente institui como fundamentos o desenvolvimento
econdmico, tecnoldgico e a inovacao, de modo que ndo se estabelece uma hierarquia,
entendendo a importancia e necessidade de coexisténcia de ambos, o que reforca a dupla

funcao do instituto (Bioni, 2019, p. 109)
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Bioni (2019) analisa o contexto historico das leis de prote¢do de dados sob a
perspectiva de uma dupla fungdo, conferindo um conjunto de direitos que confiram seguranca
juridica tanto ao cidaddo como aos setores estatais € a economia privada, para
simultaneamente possa garantir os direitos fundamentais dos cidaddos e o fomento do
desenvolvimento econdomico. (Bioni, 2019, p 108, grifo do autor). A seguir daremos inicio a
analise dos dispositivos da LGPD afetos ao tema, iniciando pelo consentimento.

A hipotese do trabalho ¢ que a técnica de perfilizagdo praticada no ambiente das redes
sociais da Meta Platform Inc. viola o livre desenvolvimento da personalidade previsto no art.
2° VII da LGPD.

Para que o tratamento de dados pessoais seja realizado, a LGPD determina em seu
artigo 6°, uma série de principios a serem observados: i. Finalidade, ii. Adequacdo, iii.
Necessidade, iv. Livre acesso, v. Qualidade, vi. Transparéncia, vii. Seguranga, Viil.
Prevencao, ix. Nao discriminagdo, e X. responsabilizacdo e prestacao de contas, € visam a
protecdo do tratamento de dados em todo o seu ciclo de vida, desde a coleta até a eliminacao
(Bioni, 2021, p. 23-24).

Tais principios tém a finalidade de garantir que todo tratamento de dados seja feito
com transparéncia, nos termos do art. 9°, e no respeito a privacidade, comecando pela
necessidade de um proposito claro e explicito. Ou seja, o titular deve ser informado de forma
detalhada sobre a razdo pela qual seus dados estdo sendo coletados e como serdo utilizados,
para que possa dar seu consentimento de forma livre e consciente.

Ponto importante sobre o principio da transparéncia € a soberania do titular sobre seus
dados. Nos termos do art. 18 o titular tem o direito de acessar relatorios e informacdes
detalhadas sobre o tratamento de suas informagdes pessoais, podendo solicitar, sempre que
achar necessario e quando cabivel, atualizagdes, correg¢des e a exclusao de seus dados (LGPD,
2018)

Dando sequéncia ao estudo dos principios, temos o da Minimizag¢ao, art. 6° da LGPD
por este principio a lei exige que apenas os dados indispensaveis sejam coletados, exigindo a
coleta e o tratamento de dados pessoais devem ser limitados a0 minimo necessario para a
finalidade especifica para a qual foram coletados. Em teoria a empresa Meta deveria justificar
o porqué cada dado ¢ coletado e qualquer excesso na coleta ou retengdo de dados pode ser
visto como uma violagao da legislacao.

Quanto aos tipos de dados que estdo sob a incidéncia da lei, a LGPD traz no 5°, sendo

eles: dados pessoais, dados pessoais sensiveis, € dados anonimizados, este ultimo estando sob
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o crivo da lei apenas quando o processo de anonimizagdo ao qual foram submetidos puder ser
revertido.

A LGPD determina diferentes graus de protegdo para dados pessoais e dados pessoais
sensiveis, entendidos como uma categoria mais especifica dos dados pessoais, como por
exemplo, dados sobre origem racial ou étnica, de carater religioso, filosofico ou politico,
referente a saude ou a vida sexual. artigo 5°, II, LGPD. Os termos de uso dos aplicativos
analisados, Instagram e Facebook, ndo informam de maneira expressa se ha ou ndo o
tratamento de dados sensiveis em suas operagoes.

Da leitura dos termos de uso dos aplicativos da empresa Meta.Inc. Facebook e
Instagram, segundo as informacdes da plataforma, verifica se que o objeto de tratamento da
empresa sao os dados pessoais, entretanto nao foi possivel identificar exatamente quais dados
sdo captados e se dentre estes dados estao dados pessoais sensiveis, aparentemente a empresa

utiliza um rol exemplificativo, vejamos:

Como nosso Servico ¢ financiado - Em vez de pagar pelo uso do Instagram,
usando o servigo previsto nestes Termos, vocé reconhece que podemos
veicular antincios a voc€ que empresas e organizagdes nos pagam para
promover dentro e fora dos Produtos das Empresas da Meta. Usamos seus
dados pessoais, como informagdes sobre atividades e interesses, para
veicular anincios que sdo mais relevantes para vocé (Meta, 2025).

Entretanto, em se tratando da técnica de perfilizagdo, ou profiling, a dindmica de
tratamento ¢ por natureza dedutiva,?? ou seja, consiste justamente na combinagio dos dados
para a geracdo do perfil do consumidor, o que esta diretamente ligado a inferéncia de dados,
pois o consumidor fornece determinados dados de forma voluntaria, mas a combinagdo dos
dados fornecidos revela outros dados, ndo fornecidos pelo consumidor (Martins, 2019).

A LGPD confere maior prote¢do aos dados sensiveis com o intuito de coibir praticas
discriminatorias em fun¢do de raga, cor, género entre outras condi¢cdes que possam tornar os
individuos socialmente vulneraveis. Vale mencionar que a divisdo entre dados pessoais,
anonimizados e sensiveis permite transmutagdo de classificacdo, permitindo uma migracao de

status a depender de como forem correlacionados, a exemplo do que ocorre com os dados

23 O Regulamento Geral sobre Prote¢do de Dados no (GDRP) ambito da Unido Europeia define profiling como: "Definigao
de perfis, qualquer forma de tratamento automatizado de dados pessoais que consiste em utilizar esses dados pessoais para
avaliar certos aspectos pessoais de uma pessoa singular, nomeadamente para analisar ou prever aspectos relacionados com
o seu desempenho profissional, a sua situagdo econdmica, saude, preferéncias pessoais, interesses, fiabilidade,
comportamento, localizagdo ou deslocagdes"(Silva; Oliveira, 2021)


https://www.facebook.com/help/195227921252400?ref=dp&helpref=faq_content
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anonimizados, que a depender do agrupamento podem identificar informacdes sensiveis sobre
um individuo (Brasil, 2018; Bioni, 2019).

Diante da auséncia de informagdes mais precisas sobre o tratamento de dados
sensiveis e sua respectiva forma de tratamento por parte da empresa Meta Platform Inc.
traremos aos estudos casos recentes envolvendo a empresa para demonstrar a possibilidade de
dados genéricos podem se transformar em dados sensiveis.

O primeiro exemplo ¢ o estudo da Universidade de Cambridge que analisa as
“curtidas” na rede social Facebook. A pesquisa conseguiu identificar com exatidao a
porcentagem de usuarios homossexuais, heterossexuais, brancos, negros, e suas preferéncias
politicas, se republicana ou democrata. Segundo os resultados da pesquisa, a andlise das
curtidas dos usuarios na rede social pode revelar, quase com exatiddo, informagdes sensiveis
dos usudrios. O estudo demonstrou que registros digitais relativamente basicos do
comportamento humano, podem ser usados para estimar de forma automadtica e precisa uma
ampla gama de atributos pessoais (Kosinski; Stillwell; Graepel, 2013).

Apos a analise dos dados pessoais e dados pessoais sensiveis, suas defini¢cdes e
caracteristicas, passaremos a analise dos dados anonimizados, que a principio, ndo estariam
no escopo de protecdo da Lei Geral de Protecdo de Dados, exceto quando o processo de
anonimizag¢do for revertido. “Art. 12. Os dados anonimizados ndo serdo considerados dados
pessoais para os fins desta Lei, salvo quando o processo de anonimizagdo ao qual foram
submetidos for revertido, utilizando exclusivamente meios proprios, ou quando, com esforgos
razoaveis, puder ser revertido”.

Sobre este tema traremos as discussOes doutrinarias sobre os dados anonimizados,
explorando os posicionamentos expansionistas e reducionistas, que tecem argumentos no
sentido de quais seriam os limites de estruturacdao dos dados que permitiriam ou nao
identificar uma pessoa. Nos termos do artigo 12, § 2° da LGPD diz: “Poderdo ser igualmente
considerados como dados pessoais, para os fins desta Lei, aqueles utilizados para formag¢ao do
perfil comportamental de determinada pessoa natural, se identificada (LGPD, 2019)

A otica expansionista percebe dado pessoal ainda quando existir a inexatidao da
identidade, pois acredita que mesmo quando se retira um dado individualizador, a exemplo de
um CPF, seria possivel o agregamento de outras informagdes, que se combinadas poderiam
levar a identificagdo do usuario, de modo que em tese, todo usuario identificavel € um usudrio

identificado em potencial. Visdo esta que estaria em consonancia com a LGPD, nos termos do
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artigo 5°, I: “Para os fins desta Lei, considera-se: I - dado pessoal: informacao relacionada a
pessoa natural identificada ou identificavel;” (Bioni, 2019).

J& a dtica reducionista acredita que para que a individualizagdo ocorre apenas quando
houver o reconhecimento do usuario de maneira exata, entendendo que se utilizadas técnicas
para eliminar elementos identificadores de uma base de dados, como por exemplo, supressao,
generalizacdo, randomiza¢do e pseudo-anonimizagdo, ndo haveria que se falar da incidéncia
da lei de proteg¢do de dados pessoais (Bioni, 2019).

A respeito, a Lei Geral de Protecdo de dados adota a teoria expansionista, sob uma
Otica mais ampla, reconhecendo como dado pessoal para além da pessoa natural identificada,
mas também aquela identificavel, entendimento reforcado e endossado no estudo técnico
dobre anonimizagdo de dados na LGPD: Analise juridica emitido pelo 6rgdo em 2023.
(ANPD, 2023).

Bioni (2019) tece uma série de criticas sob o argumento de que o tratamento de dados
para a formagdo de perfil comportamental, a depender do motivo e contexto em que a
informacao serd aplicada, a identificagdo ou nao do individuo nao € o ponto relevante, pois a
real intengdo do tratamento nao ¢ identificar o usudrio, mas de alguma forma influenciar a
vida da pessoa que estd atras do dispositivo.

O autor ainda critica a formacdo do conceito direito de privacidade como um
prolongamento da pessoa natural e ndo sugerindo que a prote¢ao de dados seja alocada como
um novo direito de personalidade bem como um novo arranjo de governanca para que as
normas abracem todo o tipo de processamento de dados, independentes de serem pessoais ou
ndo, bastando que sujeite o individuo a uma coletividade ou a uma decisdo automatizada.

Para Bioni (2019, p. 82) o foco ndo esta no dado, mas no seu uso e as consequéncias
desse uso na esfera do individuo, de modo que mesmo anonimizados podem comprometer o
livre desenvolvimento da personalidade os dados forem utilizados para gerar decisdes
automatizadas sobre uma pessoa ou uma coletividade o tratamento estard dentro do escopo da
protecao de dados pessoais.

Bioni compartilha da ideia de Miguel Reale, de que todo ser ¢ eminentemente social e
tem sua subjetividade desenvolvida a partir do seu relacionamento com o todo, propondo

uma perspectiva mais ampla sobre o tema, nas palavras de Miguel Reale:

Nenhum contetdo existencial ¢ possivel como ato singular isolado, o que
decorre, alias, do conceito mesmo de circunstincia, que abrange, como
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vimos, também a condicionalidade corpoérea social do eu. (..), o que
demonstra que nenhum eu ¢ real a ndo ser em relagdo com outros eus,
nenhuma subjetividade ¢ tal sendo com a intersubjetividade, ou socialidade,
determinando e legitimando a pluralidade das ideologias (Reale, 2005 apud
Bioni, 2019. p. 83)

Martins (2019) critica o consentimento, art.11 da LGPD, como a principal base legal
para tratamento de dados, pois acredita que tal mecanismo em aplicagdo ¢ atribuir ao usudrio
toda a responsabilidade pelo controle e coleta de dados sensiveis relativos a ele. Nas palavras

de Martins:

Embora a principio pareca contraintuitivo, confiar no consentimento como
ferramenta de protecdo do titular leva a uma menor protecdo legal
(SCHERMER et. al. 2014, LAZARO e METAYER, 2015). Devido a
enorme assimetria informacional entre controlador e titular (principalmente
se tratando de inferéncias), no momento do consentimento o titular ndo tem
como saber quais informacgdes serdo obtidas sobre ele, de forma que
nenhuma escolha significativa e protecao efetiva seriam garantidas (Martins,
2019).

Como alternativa, Martins sugere que a base legal para o tratamento de dados
sensiveis, incluindo os fornecidos pelos usudrios e os de inferéncia, seja o legitimo interesse,
pois desta maneira seria possivel impor ao controlador a obrigacdo de gerar um relatério de
impacto, constando os objetivos e consequéncias desse tratamento (Martins, 2019). Trazemos
ao texto a observacdo de que a geracdo de relatorios de impacto para os casos em que o
tratamento estiver fundamentado no interesse legitimo, possui previsdo legal na LGPD, nos
arts. 5°, XVII, art. 10 §3° ¢ art. 38 da LGPD.

Entretanto, ao analisar qualitativamente o arcaboug¢o normativo sobre protecao de
dados, constatou se uma deficiéncia da legislagdo brasileira sobre o tema, que ndo traz
comandos especificos sobre a técnica de profiling/perfilizacdo, nem mesmo a Lei Geral de
Protecdo de Dados, o que abre margens para excessos no tratamento dos dados bem como
para desvios de finalidade.

Considerando que o objetivo desta se¢do foi levantar as questdes juridicas sobre
profiling e protecao de dados, listamos abaixo as lacunas e pontos controversos constatados
da exploragdo bibliografica:

v" Eficacia do consentimento como base legal: A analise da sec¢do evidenciou que,
embora o consentimento seja previsto pela LGPD como fundamento central para o

tratamento de dados pessoais, sua efetividade ¢ limitada diante da complexidade
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das operagdes digitais e da assimetria informacional entre usuarios e plataformas. O
consentimento, frequentemente obtido em situagdes de “take it orleave it”, revela-se
mais uma formalidade do que uma garantia substancial de autodeterminacao
informativa, o que suscita diividas sobre sua suficiéncia para proteger os direitos
dos titulares (BIONI, 2019).

Normas especificas sobre profiling/perfilizacido: A secdo destacou a auséncia de
dispositivos normativos detalhados sobre profiling na LGPD, o que resulta em
lacunas regulatorias relevantes. Essa omissdo dificulta a implementagdo de
salvaguardas eficazes para decisdes automatizadas e para a criacdo de perfis
comportamentais, tornando o ambiente regulatorio brasileiro menos protetivo
diante dos riscos inerentes a perfilizagdo em larga escala (BIONI, 2019).

Protecao aos dados obtidos através de inferéncia: No tocante aos dados
inferidos, foi identificado que a LGPD nao disciplina de modo claro o tratamento
dessas informagdes, permitindo que dados sensiveis sejam deduzidos a partir de
dados aparentemente triviais sem o conhecimento do titular. Essa lacuna amplia os
riscos a privacidade e a dignidade dos individuos, evidenciando a necessidade de
regulamentacdo mais precisa para garantir a protecao efetiva dos titulares (ANPD,
2023; BIONI, 2019).

Protecio de dados de pessoas nio identificaveis conectadas por uma situacio
de fato: Por fim, a se¢do apontou que a prote¢ao conferida pela LGPD aos dados de
pessoas nao identificaveis, mas conectadas por uma situagao de fato, ¢ insuficiente.
Mesmo sem identificacdo direta, o agrupamento e analise desses dados podem gerar
impactos coletivos e decisdes discriminatorias, demandando uma abordagem
normativa mais abrangente para assegurar os direitos fundamentais dos titulares
diante das novas dinamicas do tratamento automatizado (Bioni, 2019; ANPD,

2023).
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2.6 O papel da Agéncia Nacional de Protecio de dados — ANPD

A Autoridade Nacional de Protecao de Dados (ANPD) ¢ uma autarquia de natureza
especial prevista no art. 55- A da LGPD,?* vinculada ao Ministério da Justica e Seguranca
Publica, responsavel por selar, garantir e fiscalizar o cumprimento da LGPD no Brasil,
figurando como um agente interlocutor para as questdes de regulagdo e cumprimento de
protecdo de dados promovendo uma interpretacdo e execucdo uniforme dos comandos da
LGPD (Centro de Direito, Internet e Sociedade do Instituto Brasiliense de Direito Publico
CEDIS-IDP%, 2020; ANPD, 2024).

As prerrogativas da ANPD abrangem competéncias administrativas, normativas e
sancionatdrias, que permite ao 0rgdo, editar normas e procedimentos sobre prote¢do de dados,
fiscalizar e aplicar san¢des administrativas (como adverténcias, multas e bloqueio de dados),
supervisionar o tratamento de dados pessoais, deliberar sobre a interpretacdo da LGPD,
regular ou proibir o compartilhamento de dados sensiveis para fins economicos, além de atuar
em processos administrativos e judiciais de forma independente (ANPD, 2022)

O caso mais recente da ANPD envolvendo a empresa Meta.Inc ocorreu em 2024,
quando a ANPD determinou, através de uma medida preventiva, a suspensao do uso de dados
de usudrios brasileiros do Facebook e Instagram pela Meta para fins de treinamento de um
novo produto da empresa, no caso uma inteligéncia artificial generativa (ANPD, 2024).

A decisao foi motivada pela falta de transparéncia da Meta quanto a finalidade do
tratamento de dados, pelo uso de base legal inadequada (legitimo interesse) para tratar dados
sensiveis, e pelos riscos a privacidade de grupos vulneraveis, como criangas e adolescentes. A
medida incluiu multa didria em caso de descumprimento e exigiu a exclusdo dos dados ja
coletados (ANPD, 2024).

A medida preventiva foi suspensa, apés o Conselho Diretor aprovar um Plano de
Conformidade, do qual constam diversas medidas que deverdo ser implementadas pela
empresa com vistas a adequagao de suas praticas, permitindo que a empresa retornasse com as
atividades de treinamento de inteligéncia artificial generativa (ANPD, 2024).

Entretanto, chama aten¢do o fato de a ANPD ter provado que a empresa utiliza se da

técnica de “opt out”, bastante criticada pela doutrina brasileira, que tece criticas quanto a

24 Art. 55-A. Fica criada a Autoridade Nacional de Prote¢io de Dados (ANPD), autarquia de natureza especial, dotada de
autonomia técnica e decisoria, com patrimonio proprio e com sede e foro no Distrito Federal.
2 CEDIS-IDP-Centro de Direito, Internet e Sociedade do Instituto Brasiliense de Direito Publico.
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imputacao ao usuario de ter que se opor sob pena de o siléncio importard em anuéncia tacita.
Parte da doutrina entende que o formato mais adequado a ser apresentado aos consumidores
seria a opgao “opt in”, ou seja, o siléncio do usudrio importaria em negativa e a plataforma so
capta os dados apds o usudrio consentir de forma expressa (Mendes, 2014).

Mendes compartilha do posicionamento de que o modelo opt out ndo ¢ compativel
com o requisito de consentimento expresso €, por consequéncia, apenas o modelo opt in ¢
capaz de conferir validade a um consentimento legitimo (Mendes, 2014).

Em relagdo a pratica de profiling e decisdes automatizadas em redes sociais, a
autoridade tem se manifestado de forma cautelosa e protetiva. A ANPD defende a
necessidade de transparéncia quanto aos critérios utilizados em decisdes automatizadas
conforme o art. 20 da LGPD, permitindo ao titular o direito de revisdo dessas decisdes e a
mitigacdo de riscos de discriminacdo decorrentes do uso de algoritmos e perfis
comportamentais (ANPD, 2023).

A ANPD também ressalta que o tratamento massivo de dados, mesmo que trivial,
pode levar a inferéncia®® de dados sensiveis, exigindo salvaguardas adicionais e respeito aos
principios da LGPD, como finalidade e necessidade (Martins, 2019; ANPD, 2023).

Sobre as inferéncias, Pedro Bastos Lobo Martins, alerta que a categoria de dados
pessoais sensiveis, em um primeiro momento pode parecer algo muito especifico, mas quando
se trata de protecdo de dados as relagdes sdo sempre dindmicas e contextuais, 0 que na pratica
demanda de uma andlise de acordo com o caso concreto e a atividade de tratamento
pretendida para constatar se um dado ¢ ou nao sensivel. Martins pontua ainda que, com a
difusdo da capacidade de inferéncia da informagao dos titulares qualquer dado pessoal podera

ser categorizado como dado pessoal sensivel. Nas palavras do autor:

Em um breve exemplo: ao informar seu nome para reserva de um
restaurante, provavelmente esse dado ndo sera considerado sensivel. Por
outro lado, se um imigrante, ao contratar um plano de satide, preenche um
formulario com seu nome, que facilmente identifica sua origem étnica e isso
afeta o preco do servico oferecido, seu nome pode ser considerado um
dado sensivel. (Grifo do autor) (Martins, 2019).

Neste sentido, O pesquisador de inteligéncia artificial do Instituto Universitario

Europeu (EUI), Marco Almada, destaca a importancia de a ANPD estabelecer critérios mais

26Inferéncias, no contexto da prote¢do de dados e da LGPD, sdo informagdes sobre uma pessoa que nio foram fornecidas
diretamente pelo titular, mas que s@o deduzidas ou criadas a partir do processamento e analise de outros dados pessoais
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precisos sobre o uso de decisdes automatizadas no tratamento de dados pessoais, pois acredita
que o art. 20 da LGPD abre margem para uma série de interpretagdes, necessitando de

parametros objetivos para evitar situagoes discriminatorias, nas palavras de Marco Almada.

Dentro desta moldura, a ANPD possui a discricionariedade necessaria para
estabelecer regras que promovam a construcdo e uso de sistemas
automatizados cujas decisOes sejam efetivamente passiveis de revisdo, seja
ela feita ou ndo por humanos. Este estabelecimento pode ocorrer tanto
através do uso de instrumentos normativos quanto por meios nao-
vinculantes, como o estimulo a criagdo por particulares de padrdes para o
projeto e uso de sistemas capazes de tomar decisdes unicamente baseadas no
processamento automatico de dados (Almada, 2019. p. 19).

Todavia, da leitura dos termos de uso e politicas de privacidade dos aplicativos
Facebook e Instagram ndo foi encontrado qualquer mencédo a possibilidade de o usuario rever
o perfil que lhe foi atribuido, seus respectivos critérios ou a possibilidade de revisdo das
decisdes automatizadas com base nestes.

De novembro de 2024 a dezembro de 2025 a ANPD promoveu uma tomada de
subsidios®’, a fim de fomentar o debate técnico sobre o tratamento automatizado de dados
pessoais, entendendo como tratamento automatizado aquele que ocorre quando um sistema,
programa ou tecnologia, incluindo sistemas algoritmicos ou de inteligéncia artificial, realiza
operacdes com dados pessoais sem intervencdo humana significativa envolvendo coleta,
armazenamento, analise e tomada de decisdes baseadas em critérios predefinidos, como
classificagdo, avaliacdo, aprovacao ou rejeicao, entre outros.

Ocorre que o profiling (perfilamento) ¢ uma modalidade especifica de tratamento
automatizado, que consiste na analise e avaliagdo de dados pessoais para criar perfis que
permitem prever comportamentos, preferéncias ou caracteristicas dos titulares, influenciando
decisdes automatizadas ou semiautomatizadas. Assim, o profiling ¢ um tratamento que utiliza
dados pessoais para fins de avaliagdo individual ou coletiva com efeitos supraindividuais,

podendo afetar grupos e a sociedade, e que sua regulacdo deve contemplar salvaguardas

27 Tomada de Subsidios ¢ um procedimento consultivo que tem como objetivo reunir contribuigdes detalhadas de
especialistas, organizagdes sociais, empresas privadas, 6rgaos governamentais e demais interessados para fundamentar e
aprimorar a elaboragdo de normas e regulamentagdes relacionadas a protegdo de dados pessoais. Diferentemente da
Consulta Publica, a Tomada de Subsidios ndo é obrigatdria, mas permite um dialogo técnico aprofundado, com a
apresentacdo de informagdes técnicas, estudos de caso e praticas internacionais que enriquecem o processo regulatorio.
Esse mecanismo auxilia a ANPD a identificar riscos, desafios e melhores praticas, especialmente em temas complexos
como inteligéncia artificial, decisdes automatizadas e prote¢do de dados sensiveis (BRASIL, ANPD, 2024).
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especificas, como transparéncia, direito a explicacdo e avaliagdes de impacto (MARTINS,
2021, p. 105-108; 121-132; 146-177).

Todavia a ANPD tem tratado o tema de forma mais genérica, considerando em um
primeiro momento as decisdes automatizadas de forma mais genéricas, sem setorizar as
discussdes, de modo que ndo hd, ao tempo desta pesquisa um posicionamento especifico
sobre perfiliza¢ao, tampouco sobre a pratica aplicada as redes sociais.

A GDPR (Regulamento Geral de Protecdo de Dados da Unido Europeia) legislagao
que inspirou a LGPD, tratou o tema da perfilizagdo (profiling) de forma expressa e detalhada,
definindo no art. 4°, como qualquer forma de tratamento automatizado de dados pessoais que
consista na utilizacdo desses dados para avaliar aspectos pessoais de uma pessoa fisica,
incluindo os perfiz formados a partir de inferéncias mesmo quando ndo revelem diretamente a
identidade da pessoa (Regulamento (UE) 2016/679, art. 4°, n° 4).

Diferentemente da GDPR, a LGPD, por sua vez, ndo reproduz explicitamente essa
definicdo especifica para profiling, apesar de mencionar a perfilizacdo no art. 12 § 2°, porém
ndo incluiu no espoco da lei os dados anonimizados, € sobre os dados obtidos através de
inferéncias, permanecem no escopo da lei apenas aqueles que permitam a identificagdo
(Brasil, 2018).

Essa auséncia gera desafios para a regulacdo no Brasil, pois limita a abrangéncia da
protecao e dificulta o controle sobre praticas algoritmicas que utilizam inferéncias para criar
perfis, potencialmente comprometendo direitos fundamentais. Martins (2019) argumenta que
essa lacuna normativa exige uma interpretacdo hermenéutica que considere os principios
constitucionais do livre desenvolvimento da personalidade e da autodeterminagdo
informativa, ampliando o escopo da protecdo para abarcar também os dados inferidos e os
efeitos supraindividuais do profiling (Martins, 2021, p. 132-146).

Martins ressalta que a regulacdo do profiling deve ir além da mera reprodugdo da
GDPR, incorporando um enfoque substantivo que garanta transparéncia, o direito a
explicacdo e a realizagdo de avaliacdes de impacto algoritmico, conforme recomendam
documentos oficiais da ANPD e estudos internacionais (Martins, 2021, p. 146-177; ANPD,
2024).

A secdo 2 apresentou uma analise da constru¢do juridico-normativa das leis de
protecao de dados no Brasil, destacando a evolugao legislativa e os desafios impostos pela era
da informagdo. Foram abordados os fundamentos constitucionais, o Codigo de Defesa do

Consumidor, o Marco Civil da Internet e a Lei Geral de Protecio de Dados (LGPD),
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evidenciando lacunas e pontos controversos, como a eficicia do consentimento, a auséncia de
normas especificas sobre profiling e a protecdo de dados obtidos através de inferéncia
inferidos.

Os resultados indicaram que, embora o arcabouco juridico brasileiro oferega subsidios
minimos para a protecao de dados, ainda carece de regulamentacdo mais especificas sobre a
pratica e perfilizagdo, especialmente no contexto das redes sociais. A analise também revelou
a necessidade de maior transparéncia por parte das plataformas, além de uma atuagdo mais

robusta da ANPD para mitigar riscos e garantir a protecao dos direitos fundamentais.
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3 O LIVRE DESENVOLVIMENTO DA PERSONALIDADE E A PROTECAO DE
DADOS

Uma vez que a ideia desta se¢do ¢ demonstrar a construgdo juridica sobre a protecao e
dados sob perspectiva do direito ao livre desenvolvimento e da autodeterminacao informativa,
faz-se relevante trazer os precedentes jurisprudenciais que inauguraram o conceito de
protecdo de dados como se conhece hoje, por inaugurar o que Mayer-Schonberger chama de

terceira geragao de protecdo de dados (Mendes, 2014).

3.1 Precedentes historicos sobre direito ao livre desenvolvimento da personalidade e

autodeterminacao informativa.

3.1.1 O Julgamento da Lei do Censo de 1983

A primeira geracdo de leis de protecdo de dados surge na Alemanha na década de 70,
motivada pelas burocracias governamentais, que dependiam de um grande volume de dados
dos cidadaos para serem alcancadas, como por exemplo: a iniciativa do estado alemao de
conectar bancos de dados municipais, estaduais e a proposta do parlamento sueco em 1960 de
fundir os dados de informacdes fiscais com os dados civis e os dados do censo (Mendes,
2014).

Em resposta a este movimento foram criadas leis como: a Leis do Estado alemdo de
Hesse (1970) a lei da Suécia (1973), o estatuto de Prote¢do de Dados do Estado alemao de
Rheinland-Pfalz (1974) e a Lei Federal de Prote¢do de Dados da Alemanha (1977).

Ocorre que ao tempo em que foram editadas, as leis de primeira geracdo tinham como
carateristicas priorizar os procedimentos burocraticos, criando regras, rotinas, exigéncias
formais e ndo a efetiva protecdo dos direitos fundamentais dos titulares desses dados como,
privacidade, liberdade, autodeterminagao informativa e o real controle sobre suas informagdes
pessoais, o que fez com que as leis precisassem se moldar para garantir efetividade material,
dando inicio assim as leis de segunda geracao (Mendes, 2014).

A segunda geragdo surge com a caracteristica de priorizar o direito a privacidade ao

em vez de procedimentos, as leis sdo pensadas sob uma perspectiva da liberdade individual
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dos usuarios de forma ampla, abragando assim a privacidade informacional, como exemplo,
as leis da Austria, Franca, Dinamarca e Noruega (Mendes, 2014).

A segunda geragdo de leis percebe uma inclinagdo para a pulverizacdo das
informacdes dos usudrios ao redor do mundo por diferentes empresas, publicas e privadas,
conectadas em rede, o que motivou a populacdo desses paises a lutar por direitos mais
efetivos de preservagdo da privacidade. Caracteristica marcante desta segunda geracao de leis
foi a ampliagio no ambito institucional, expandindo os poderes das autoridades
administrativas responsaveis pela prote¢ao de dados (Mendes, 2014).

Outro ponto relevante ¢ que a segunda geracdo de normas de protecao de dados, foi a
primeira a trazer questionamentos sobre o custo social do exercicio de direito a privacidade,
apontando a dualidade dos cidaddos de, por um lado exercerem sua privacidade e liberdade

informacional e por outro a possibilidade de exclusao social, como pontua Mendes:

Por um lado, no dmbito do Estado Social, ¢ muito dificil assegurar-se a
liberdade informacional sem comprometer as fungdes dessa complexa
burocracia que necessita de dados dos cidaddos para planificar. Por outro,
também na relagdo entre privados ¢ dificil se verificar o exercicio do direito
a privacidade informacional, na medida em que tal exercicio podera impedir
0 acesso ao individuo a determinadas facilidades do mercado de consumo,
que o fornecedor estd disposto a conceder somente em troca de suas
informagdes pessoais (Mendes, 2014, p. 685).

A terceira geragdo das normas de protecdo de dados ¢ marcada pela decisdo do
Tribunal Constitucional alemao, em 1983, ao analisar a lei do censo e declara 14 parcialmente
inconstitucional sob o fundamento da autodeterminagdo informativa e tem como principal
caracteristica o aumento da carga participativa do cidadao no processo de controle sobre seus
dados, entendendo que a conexdo entre os cidadaos e seus dados deve ser continua e nao
apenas no momento do consentimento (Mendes, 2014).

O caso versava sobre a coleta de dados pessoais da populagdo para fins de
recenseamento, necessarios para a elaboracdo de politicas publicas. Entretanto a lei previa a
possibilidade de compartilhamento desses dados com outras reparti¢des publicas para fins de
administrativos.

Importante ressaltar o contexto fatico da decisdo, que levou em consideragdo o
processamento automatizado de cruzamento dos dados. O tribunal entendeu que a conexao
entre diferentes bancos de dados por parte do estado abriria margem para a obten¢do de novas

informagdes sobre os usuarios através de inferéncias, conforme trecho do julgado:
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Hoje, com ajuda do processamento eletronico de dados, informagdes
detalhadas sobre relagdes pessoais ou objetivas de uma pessoa determinada
ou determinavel (dados relativos a pessoa [cf. § 2 I BDSG — Lei Federal de
Protecdo de Dados Pessoais]) podem ser, do ponto de vista técnico,
ilimitadamente armazenadas e consultadas em qualquer momento, a
qualquer distancia e em segundos. Além disso, podem ser combinadas,
sobretudo na estruturacao de sistemas de informagao integrados, com outros
bancos de dados, formando um quadro da personalidade relativamente
completo ou quase, sem que a pessoa atingida possa controlar
suficientemente sua exatidao e seu uso. Com isso, ampliaram-se, de maneira
até entdo desconhecida, as possibilidades de consulta e influéncia que podem
atuar sobre o comportamento do individuo em fungdo da pressdo psiquica
causada pela participacdo publica em suas informagdes privadas (Martins,
2016).

Tal dispositivo foi considerado parcialmente inconstitucional pelo tribunal europeu,
sob o fundamento de ser contrario ao livre desenvolvimento da personalidade, ja previsto de
forma expressa na Constitui¢ao alema, no artigo 2°, a época do julgamento, art. 2° “todos tem
o direito ao livre desenvolvimento da sua personalidade, desde que ndo violem os direitos de
outros e ndo atentem contra a ordem constitucional ou a lei moral” (Alemanha, 1949).

Ao final, o Tribunal Constitucional Federal entendeu que a coleta e o tratamento de
dados pessoais deveriam estar submetidos a normas procedimentais, destinadas a restringir o
compartilhamento dessas informacdes e a implementar salvaguardas que reduzissem os riscos
a esfera de direitos dos cidadaos.

O julgado se mostra relevante por reconhecer o direito de autodeterminagdo
informativa e consolidar uma visao flexivel do direito de personalidade, considerando
formulagdes que guardem relagdo com a materialidade, entendendo a atualizag¢do e adaptagdo
das leis como um dever estatal, rompendo com a logica tradicional de privacidade apenas
como um direito de sigilo e preservagao da intimidade (Mendes, 2020).

O tribunal reconheceu que o compartilhamento entre as institui¢des violaria a
finalidade para o qual os dados inicialmente foram coletados levando em consideracdo o
processo aos quais os dados sao submetidos, ampliando a anélise do sentido de legalidade par
além do consentimento e abrangendo a aplicacdo da lei, O que fez com que o caso se tornasse
referéncia em matéria de protecdo de dados e Direito de Personalidade (Martins, 2021).

O tribunal entendeu que a transferéncia indiscriminada desses dados violava o direito
ao livre desenvolvimento da personalidade, protegido pelo artigo 2°, paragrafo 1°, em

conjunto com o artigo 1°, pardgrafo 1° da Lei Fundamental, e criou o direito a
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autodeterminagdo informativa, conferindo ao individuo o poder de decidir sobre a divulgagdo
e o uso de suas informacdes pessoais.

A conjugagdo teodrica ndo apenas ampliou o escopo de protegdo dos direitos da
personalidade, mas também cria um ambiente propicio para a evolugdo jurisprudencial que
acompanha as transformagdes sociais e tecnologicas, tal qual a visdo monista sobre direitos da

personalidade que sera analisada mais a frente em topico proprio.

3.1.2 O Caso IBGE

No Brasil, destaca-se o caso IBGE, cuja andlise revela pontos de convergéncia com o
emblematico precedente alemao de 1983. A partir deste momento, a pesquisa concentrar-se-a
em analisar os contornos juridicos das A¢des Diretas de Inconstitucionalidade (ADI), em que
o Supremo Tribunal Federal avaliou a constitucionalidade dos dispositivos da Medida
Provisoéria 954.

Em abril de 2020, diante do cenério de emergéncia sanitaria provocado pela pandemia
de COVID-19, a Presidéncia da Republica editou a Medida Proviséria 954, que estabelecia a
obrigatoriedade de compartilhamento de dados pessoais entre as empresas de telefonia e o
Instituto Brasileiro de Geografia e Estatistica (IBGE). A medida tinha como objetivo
viabilizar a realiza¢do da Pesquisa Nacional por Amostra de Domicilios Continua (PNAD)
remotamente, evitando a exposi¢do de entrevistadores e entrevistados aos riscos de contagio
(Brasil, 2020).

Para possibilitar a condugdo das entrevistas por telefone, a Medida Provisoria
determinou que as operadoras de telefonia fornecessem ao IBGE informagdes como nome,
numero de telefone e endere¢o de todos os seus clientes. Entretanto a iniciativa suscitou
intensos debates sobre a prote¢ao de dados pessoais e o equilibrio entre o interesse publico em
tempos de crise e os direitos fundamentais a privacidade e a autodeterminagao informativa.

Em um primeiro momento a medida se mostrava, razoavel diante da urgéncia e
aparentemente estava em conformidade com a LGPD, que se encontrava em periodo de

vacatio legis:

Art. 2°, § 1° Os dados de que trata o caput serdo utilizados direta e
exclusivamente pela Fundacao IBGE para a produgao estatistica oficial, com
0 objetivo de realizar entrevistas em carater ndo presencial no ambito de
pesquisas domiciliares. Art. 3° Os dados compartilhados:
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I - Terdo carater sigiloso; II - serdo usados exclusivamente para a finalidade
prevista no § 1° do art. 2° e III - ndo serfo utilizados como objeto de
certiddo ou meio de prova em processo administrativo, fiscal ou judicial, nos
termos do disposto na Lei n°® 5.534, de 14 de novembro de 1968.

§ 1° E vedado a Fundagdo IBGE disponibilizar os dados a que se refere o
caput do art. 2° a quaisquer empresas publicas ou privadas ou a érgios ou
entidades da administragdo publica direta ou indireta de quaisquer dos entes
federativos.

§ 2° A Fundagdo IBGE informaré, em seu sitio eletronico, as situagcdes em
que os dados referidos no caput do art. 2° foram utilizados e divulgara
relatorio de impacto a protegdo de dados pessoais, nos termos do disposto na
Lein® 13.709, de 14 de agosto de 2018 (Brasil, 2020).

A Medida provisdria previa ainda o descarte dos dados ao fim da emergéncia sanitaria
em um prazo maximo de 30 dias, de modo que parecia atender aos requisitos de razoabilidade
e finalidade.

Todavia a Medida foi objeto de questionamento no STF através das Ag¢des Diretas de
Inconstitucionalidade: A ADI 6387 foi proposta pelo Partido Socialista Brasileiro (PSB), a
ADI 6388 pelo Partido dos Trabalhadores (PT), a ADI 6389 pelo Partido Democratico
Trabalhista (PDT), a ADI 6390 pelo Partido Socialismo e Liberdade (PSOL), e a ADI 6393
pela Confederagio Nacional das Profissdes Liberais (CNPL) 28, que questionavam a
compatibilidade da Medida com os direitos fundamentais da dignidade da pessoa humana,
privacidade, autodeterminag¢do informativa, sigilo de correspondéncias e comunicagdes
(Brasil, 2020).

Os proponentes compunham-se de partidos politicos e entidades de classe e buscavam
o submeter a MP ao controle concentrado de constitucionalidade”®. Em comum, os
impetrantes alegaram que a Medida Provisoria n.° 954/2020 violava direitos fundamentais
assegurados pela Constituicdo Federal, especialmente a dignidade da pessoa humana (art. 1°,

IT), o direito a privacidade (art. 5°, X), a inviolabilidade das comunicagdes (art. 5°, XII) e a

28 Conforme o artigo 103 da Constitui¢io Federal de 1988, possuem legitimidade para propositura de Agdo Direta de
Inconstitucionalidade os partidos politicos com representagdo no Congresso Nacional e as confederacdes sindicais ou
entidades de classe de ambito nacional. No caso da MP 954/2020, além dos partidos PSB, PT, PDT e PSOL, também foi
autora da ADI 6393 a Confederagdo Nacional das Profissdes Liberais (CNPL), entidade de classe com atuagdo em todo o
territorio nacional. A legitimidade dessas entidades foi reconhecida pelo STF nos autos das respectivas agdes (Brasil, 1988;
STF, 2020).

2% O controle concentrado de constitucionalidade é o modelo pelo qual se verifica a compatibilidade de normas com a
Constituigdo por meio de agdes propostas diretamente ao Supremo Tribunal Federal, como as A¢des Diretas de
Inconstitucionalidade (ADIs) e A¢des Declaratorias de Constitucionalidade (ADCs). Diferentemente do controle difuso,
exercido por qualquer juiz ou tribunal no caso concreto, o controle concentrado possui efeitos vinculantes e erga omnes,
tendo natureza objetiva, pois visa a prote¢do da ordem constitucional, e ndo apenas a solu¢do de um conflito individual
(Barroso, 2018).
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autodeterminag¢do informativa, decorrentes do principio da protecdo da personalidade
(Doneda, 2020; Monteiro, 2020).

Argumentou-se que a exigéncia de repasse imediato de dados de usuarios por parte das
empresas de telecomunicagdes, sem consentimento dos titulares, finalidade clara ou
mecanismos de salvaguarda, configurava um grave retrocesso na prote¢ao de dados pessoais e
uma ameaga a esfera privada dos cidadaos.

De inicio a Medida teve sua eficacia deferida pelo voto da ministra Rosa Weber. No
entanto, posteriormente o plenario do STF suspendeu a eficidcia da medida, ratificando a
decisdo por 10 votos 1. A corte reconheceu de forma unanime a importancia da Pesquisa
Nacional por Amostra de Domicilios - PNAD e a relevancia social do IBGE, entretanto o
entendimento foi de que na ponderacao de interesses do caso concreto a protecdo de dados
deveria prevalecer (Brasil, 2020).

A fundamentacdo adotada pelo Supremo Tribunal Federal assume especial relevancia,
configurando como um paralelo histérico a decisdo do Tribunal Constitucional Alemao
previamente analisada, ao reforcar a centralidade da protecdo de dados pessoais e eleva-la a
condicao de direito fundamental autonomo ¢ dinamico.

Da andlise das jurisprudéncias estudadas anteriormente pode se concluir que a
protecdo de dados deve ser revisitada de tempos em tempos, para que possa se adequar ao
novo momento social e tecnoldgico. A decisdes apontam para uma inclinagdo do judiciario de
interpretar os direitos sobre protecdo de dados de forma ampla e sob uma perspectiva
constitucional e demonstram a tendéncia a interpretar a prote¢do de dados como um direito
autébnomo que ndo se restringe a logica de ndo intervencdo do estado na vida privada, mas

como um verdadeiro direito de personalidade e autoafirmacao.

3.2 A personalidade como um direito fundamental

Uma vez que o objeto da pesquisa cuida de analisar a técnica de perfilizagdo/profiling
sob a otica do livre desenvolvimento da personalidade, enquanto um fundamento da LGPD
art. 2°, VII, este item cuidara de apresentar os conceitos de personalidade, identidade e sua
relacdo com livre desenvolvimento da personalidade e a autodeterminagdo informativa,
entendendo como tais institutos se relacionam e como a doutrina e o judiciario brasileiro tem

entendido o tema.
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Os direitos de personalidade tém como objeto as expressdes da personalidade,
destinado a garantir o desenvolvimento fisico e moral de sua existéncia, em geral
considerados extrapatrimoniais inaliendveis, impenhoraveis, imprescritiveis, indisponiveis,
inatos, absolutos, necessarios, vitalicios, inerentes a pessoa, irrenunciaveis e nao se extinguem
com o tempo, de carater absoluto e oponivel erga omnes, ou seja, impdem a toda a
coletividade o dever geral de abstengdo, impedindo que terceiros interfiram no exercicio
desses direitos pelo titular (Brasil, 2002).

Inerentes a pessoa humana, os direitos da personalidade manifestam-se em toda a sua
existéncia. Iniciando com o nascimento com vida, resguardados os direitos do nascituro. Cabe
destacar que existem discussdes doutrindrias sobre a aplicacdo desses direitos antes do
nascimento € mesmo apos a morte, como a protecao ao nascituro ou a memoria do falecido.
Contudo essas questdes nao serdo aprofundadas neste trabalho para evitar distanciamento do
objeto de andlise proposto.

Outra discussao sobre os direitos de Personalidade ¢ quanto a abrangéncia e forma de
protecao: a qual se divide em 2 correntes principais, a monista e a pluralista. Uma entende tais
direitos como uma série de direitos distintos e autdnomos entre si e a outra defende que existe
um Unico direito geral que engloba a pessoa humana em suas multiplas dimensdes, reunidas
em uma unidade.

Para a teoria monista, existe um unico direito geral da personalidade, de natureza
abstrata e abrangente, do qual derivam todas as demais manifestagdes, assegurando a protecao
da individualidade da pessoa em seus multiplos aspectos e permitindo a tutela juridica mesmo
diante de novas situagdes, ainda que ndo estejam expressamente previstas em lei (Pinto,
2024).

Ao eleger a dignidade da pessoa humana como fundamento da Republica, a
Constituicao brasileira introduz uma clédusula geral de protegdo da personalidade, o que
aproxima o sistema desta visdo em nivel constitucional.

Por outro lado, a teoria pluralista defende a existéncia de diversos direitos de
personalidade autonomos, cada qual relacionado a um aspecto especifico da pessoa, como a
integridade fisica, psiquica e moral, sendo necessario que estejam tipificados na legislagcdo
para que recebam protecdo juridica, a exemplo do que acontece no cddigo Civil brasileiro
(Pinto, 2024).

Embora o Codigo Civil traga em seus artigos 11 a 21 uma enumeragao dos direitos de

personalidade, o que se relaciona, ao menos do ponto de vista formal, com a teoria pluralista,
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a doutrina e a jurisprudéncia brasileira reconhecem que tal rol ndo ¢ exaustivo, permitindo a
ampliagdo da protecdo conforme as demandas sociais € o principio constitucional da
dignidade da pessoa humana. Sendo assim o sistema juridico brasileiro adota a teoria
pluralista no ambito infraconstitucional, mas reconhece elementos da teoria monista na
interpretagdo constitucional, indicando uma convivéncia das duas teorias (Filippo, 2009).

Roxana Cardoso Brasileiro Borges (2020), tal qual a teoria monista, entende que os
direitos da personalidade ndo constituem uma lista fechada de prerrogativas, mas sim um
microssistema aberto e dindmico, fundamentado na dignidade da pessoa humana, conforme
previsto no artigo 1°, inciso III, da Constituicao Federal.

A autora destaca que a protecdo desses direitos se da por meio de uma cldusula geral,
que permite o reconhecimento de novas situagdes e interesses existenciais relevantes, mesmo
que ndo estejam expressamente previstos no ordenamento juridico. Dessa forma, a tutela dos
direitos da personalidade acompanha a evolugao social e cultural, possibilitando uma
interpretacdo expansiva e adequada as necessidades concretas da pessoa humana, em
consonancia com os principios constitucionais (Borges, 2020).

13°, observa-se que os

Ao examinar o inciso III, do artigo 1°, da Constitui¢do Federa
direitos da personalidade, no nosso sistema juridico, configuram-se simultaneamente como
uma lista aberta de direitos e como uma clausula geral voltada a prote¢do da dignidade da
pessoa humana. No ordenamento brasileiro, as nogdes de “lista aberta de direitos” e “direito
geral da personalidade” ndo se excluem ou se anulam, possuindo ambas as iguais importancia,
permitindo em determinados casos, uma ampliacdo da protecdo da pessoa em seus diversos
aspectos de dignidade, ainda que tais direitos ndo estejam explicitamente previstos na
legislacdo, ou seja, independentemente de sua tipificagdo legal (Borges, [s.d.]).

Percebe se que de maneira geral, no Brasil prevalece a teoria monista, pois foi com
base em uma interpretagdo mais ampla do Direito de Personalidade que surgiram os primeiros
precedentes, reconhecendo o direito ao livre desenvolvimento e a autodeterminagdo
informativa, que possibilitaram a evolu¢do do direito contemporaneo de forma a abarcar
novos aspectos da personalidade, que por consequéncia geraram novos direitos passiveis de

tutela.

30Art. 1°A Republica Federativa do Brasil, formada pela unido indissoltivel dos Estados € Municipios e do Distrito Federal,
constitui-se em Estado Democratico de Direito e tem como fundamentos: III - a dignidade da pessoa humana;
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Neste item, demonstrou-se que o direito de personalidade a jurisprudéncia e a doutrina
brasileiras adotam uma interpretagdo de cunho monista, especialmente no ambito
constitucional, permitindo a tutela de novas dimensdes da personalidade, o que inclui o livre
desenvolvimento da personalidade e a autodeterminagdo informativa, permitindo a efetivagdo
de novos direitos, mesmo diante de contextos ainda ndo tipificados pelo legislador,

possibilitando a abrangéncia da tutela juridica a pessoa humana.

3.3 O Direito ao Livre Desenvolvimento da Personalidade — privacidade e protecio de

dados nas redes sociais

Neste item, serd analisado o direito ao livre desenvolvimento da personalidade a luz da
protecao de dados, considerando sua relevancia para a tutela dos direitos individuais frente as
novas tecnologias e ao tratamento massivo de informagdes pessoais, que ganharam contornos
ainda mais relevantes apds a entrada em vigor da Lei Geral de Prote¢dao de Dados.

Historicamente os direitos da personalidade no Coédigo Civil brasileiro estiveram
marcados por uma visdo patrimonialista, na qual esses direitos eram compreendidos como
uma espécie de direitos subjetivos vinculados a bens juridicos, aproximando-se da légica dos
direitos patrimoniais, contudo, com o avango da sociedade surgiram novos desafios, dos quais
um olhar puramente patrimonial ndo seria capaz de solucionar, especialmente no que diz
respeito ao fluxo e ao controle dos dados pessoais. (Fachin, 2007; Silva; Dinallo, 2021).

Essa abordagem limitava a compreensdo da personalidade a uma tutela restrita de
interesses individuais, muitas vezes sem considerar sua dimensao existencial ¢ intrinseca a
dignidade da pessoa humana. Essa perspectiva se mostrou insuficiente para abarcar a
complexidade e a profundidade dos direitos da personalidade, que transcendem a mera
propriedade ou titularidade de bens, envolvendo aspectos extrapatrimoniais, essenciais da
identidade e autonomia do individuo (Fachin, 2007; Silva; Dinallo, 2021).

Especialmente a partir do século XX, A doutrina brasileira, passou a questionar essa
visdo restrita, defendendo a necessidade de uma abordagem mais ampla e constitucionalizada
dos direitos da personalidade, que os reconheca como direitos fundamentais, indisponiveis e
inerentes a pessoa humana em sua totalidade (Fachin, 2007).

Luiz Edson Fachin (2007), jurista brasileiro e ministro do Supremo Tribunal Federal,
endossa o posicionamento, de que os direitos da personalidade devem ser compreendidos a

luz dos principios constitucionais, especialmente o da dignidade da pessoa humana, e que sua
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protecdo ultrapassa o campo do direito patrimonial, envolvendo também dimensdes subjetivas
€ sociais.

Essa evolucao doutrindria ¢ fundamental para compreender a atual valorizagdo do livre
desenvolvimento da personalidade, tema central desta secdo, especialmente no contexto da
protecdo de dados pessoais, onde a autonomia e a identidade do individuo ganham novas
dimensdes e desafios.

No Brasil, a Lei Geral de Prote¢ao de Dados foi o primeiro instituto a incluir o livre
desenvolvimento da personalidade de maneira expressa, elencando tal direito no art. 2°. como
fundamento da lei Antes da edicdo da LGPD era admitido como um principio implicito,
utilizado como chave interpretativa da legislagdo de prote¢do de dados. (Martins, 2021).

O livre desenvolvimento da personalidade tem como principais elementos a protecao
da individualidade, garantindo individuos autonomia para buscar a constru¢ao dos elementos
que o identifique de forma livre e autonoma. Entretanto, apesar de seu carater subjetivo,
possui necessariamente uma dimensdo social, que necessita da interacdo com outras pessoas
como contexto para que o desenvolvimento de fato acontega (Pinto, 2024).

Nesse sentido, o direito a constru¢ao da personalidade representa nao apenas a
protecdo contra ingeréncias externas, mas também a promog¢ao de condi¢des que permitam ao
individuo realizar-se enquanto ser humano, em consondncia com seus proprios ideais e

aspiragoes, tanto no ambito individual, quanto social, nas palavras de Martins:

A medida que o ambiente em que se da a vivéncia pessoal ¢ alterado pelo
proprio exercicio da pessoalidade, novas possibilidades de exercicio da
autonomia surgem, bem como novas formas de subjugar essas praticas.
Assim, os direitos da personalidade também devem ter permeabilidade as
mudangas culturais e tecnoldgicas da realidade para que se possibilite o livre
desenvolvimento da personalidade (Martins, 2021, p. 25).

Significa dizer que em condigdes ideais, o desenvolvimento da personalidade deve ser
participativo e ndo sofrer opressdes externas que se utilizem de for¢a desproporcional sob os
individuos, do contrario tal ambiente ndo serd propicio para que a personalidade se
desenvolva de forma livre.

Em um dado momento historico, o direito de personalidade foi entendido como um
direito a liberdade negativa, relacionado ao ndo agir por parte do estado. As ameagas
gravitavam em torno de questoes como a vigilancia estatal e controle politico dos individuos.

A figura de um ente com capacidade de opressdo que pudesse interferir na liberdade e



69

consequentemente no desenvolvimento da personalidade era representada pela administragdo
publica, aos moldes de uma figura Orwelliana, como na obra ficcional /964 de George
Orwell*! (Bauman; Lyon, 2014, p. 12).

Com o avango tecnoldgico, as entidades privadas passaram a reconhecer o valor das
informacoes e a utilizad-las para aprimorar produtos e estratégias de vendas. Os dados dos
usudrios tornaram-se objeto de interesse tanto de 6rgaos publicos quanto privados, por razoes
e objetivos diferentes.

Os interesses das entidades privadas em coletar e utilizar informacdes dos usuarios
estdo diretamente ligados a otimizacdo de seus negdcios € a obtencdo de vantagem
competitiva ao conseguir inferir um comportamento de consumo e consequentemente prever
determinados habitos deste consumidor analisado. A problematica surge quando as
informacdes dos usuarios passam a ser acumuladas em excesso, sem uma finalidade
especifica.

A luz da teoria da identidade narrativa de Paul Ricoeur, a construcio da identidade
pessoal se d4 por meio de uma articulagcdo continua entre a narrativa que o individuo constroi
sobre si mesmo e aquela que ¢ atribuida por outros, em um processo dialdgico. A identidade,
portanto, sera o resultado do equilibrio entre essas narrativas (Ricoeur, 1991).

Tradicionalmente a narrativa identitaria se da nos espacgos de convivéncia e interacao
social, onde o individuo articula sua historia a partir do didlogo e da convivéncia em
contextos culturais como por exemplo, a familia, a escola, os circulos de amizade, ambientes
de trabalho e até mesmo os encontros fortuitos em espagos publicos sdo cendrios em que a
identidade se constroi.

Nos moldes tradicionais o insumo da narrativa, qual seja, a informagao, ¢ obtida com
base naquilo que ¢ informado por individuo e interlocutor, varidveis de acordo com o
contexto. Note, portanto, que ndo ha um mediador deste didlogo, e hd uma oportunidade de
contestagdo das informacgdes, ao passo que o individuo tem a prerrogativa de escolha do que
pretende ou ndo revelar sobre si e sobre o outro. A titulo de exemplo, é razoavel afirmar que

um individuo quando em seu ambiente de trabalho ird se comportar diferente de quando esta

311984 ¢ um romance distopico escrito por George Orwell e publicado em 1949. A obra retrata uma sociedade totalitaria e
hipercontrolada, onde o Estado vigia todos os aspectos da vida dos cidaddos por meio de tecnologia e repressio,
simbolizada pela figura onipresente do “Grande Irmao”. O livro é uma critica a opressdo politica, a manipulagdo da verdade
e a supressao das liberdades individuais, sendo considerado um dos mais influentes do século XX.
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com seus amigos, aos moldes do que Altman chama openness and closeness*’de que pode ser
entendido como gerenciamento do desejo daquilo que se quer ou ndo mostrar em determinado
contexto (Altman. 1975).

Aqui a pesquisa avanca no estado da técnica ao analisar que diferentemente de uma
identidade narrativa tradicional, aqui compreendida como um direito de personalidade, a
construgdo desta mesma narrativa soma se a uma terceira figura, o algoritmo, que altura como
um terceiro ator, responsavel por registrar e organizar as informagdes. Entretanto ndo hé para
este uma imposi¢ao de limites de quais informag¢des o devem ou ndo ser consideradas para a
construgdo daquela identidade.

Entendemos por tanto que a narrativa do algoritmo ¢ desproporcional frente ao
usuario, devido a capacidade de acumulo de informagdes, o que para os seres humanos seria a
memoria, para os algoritmos sdo uma base de dados com possibilidades infinitas de
inferéncias tragadas quase que em tempo real, muitas vezes sem uma finalidade especifica.

A narrativa passa a ser mediada, as interacdes do usudrio (curtidas,
compartilhamentos, buscas) alimentam sistemas e a partir destes registros geram perfis
comportamentais a partir de um salvamento de informagdes inalcangaveis se comparada a um
cérebro humano. Esses perfis, porém, ndo sdo meros espelhos da subjetividade, mas narrativas
externas construidas a partir de logicas comerciais, em que o grau de importancia de cada
preferéncia e/ou fato relativo ao individuo se darad de acordo como o perfil consumidor onde
este melhor se enquadrar.

Bioni (2019) aborda a questao dos dados pessoais sob uma perspectiva de bens da
personalidade, pois sdo uma proje¢do da pessoa humana. Todavia, entende que este novo
direito se desdobra ao ponto de se tornar autobnomo, pois forma um novo tipo de identidade, e
como consequéncia o titular teria a prerrogativa de retificacdo desses dados para que sua
projecdo seja precisa, (Bioni, 2019, p. 65).

Quando um algoritmo classifica um usudrio como "propenso a compras impulsivas"
ou "interessado em conteudos politicos de esquerda", ele impde uma interpretacao
reducionista que pode colidir com a autoimagem reflexiva do sujeito ja que ndo ha uma
racionalidade e/ou um juizo de valor de quais caracteristicas o individuo/consumidor gostaria

que prevalecesse.

32 Controle da “abertura” ou “fechamento”, imposigdo de limites, para acesso a algo que é considerado privado pelo
individuo, por exemplo, informagdes pessoais.
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Esta perfilizacdo interfere nesse processo ao sobrepor uma narrativa externa, elaborada
a partir de dados automatizados, a narrativa interna do sujeito, dificultando sua apropriagao
reflexiva e autonoma da propria historia. Dessa forma, a interferéncia algoritmica pode
restringir a liberdade do individuo de construir e reconstruir sua identidade narrativa,
comprometendo a privacidade necessdria para a autorreflexdo e consequentemente um
desenvolvimento da personalidade de maneira livre.

Por 6bvio, um excesso de privacidade em que nenhuma informacdo pudesse ser
mostrada seria contrario a propria natureza de uma rede social, onde se propdes uma interagao
e trocas de informagdes, todavia o que se pontua aqui ¢ a possibilidade de uma ponderacao de
interesses.

Em sintese, apenas em um contexto em que as narrativas forem justas serd possivel o
desenvolvimento saudavel da personalidade e partir destas narrativas sera possivel ao usuario
desenvolver sua identidade, entendendo esta como um dos aspectos necessarios a
personalidade. Os conceitos de identidade e sua forma de desenvolvimento serao analisados

no proximo item.

3.4 Redes sociais, profiling e identidade

3.4.1 Profiling como fato social

O conceito de “norma “é central para Durkheim na classificagdo dos fatos sociais
porque, para ele, fatos sociais sdo justamente as regras, padrdes e expectativas coletivas que
orientam e regulam o comportamento dos individuos em uma sociedade. Durkheim afirma
que fatos sociais sdo maneiras de agir, pensar e sentir que sao exteriores ao individuo e
dotadas de um poder de coer¢do pelo qual se impdem a ele. Ou seja, sdo normas sociais que
existem independentemente das vontades individuais e exercem pressao para que oS
individuos as sigam (Durkheim, 1999).

Assim, a presenca de uma norma, entendida como um padrao coletivo de conduta,
pensamento ou sentimento, ¢ o que permite identificar um fato social. A norma social
manifesta-se, por exemplo, nas regras de comportamento nas redes sociais, nos padrdes de
consumo, nas expectativas de privacidade, entre outros. Quando um comportamento se torna
generalizado, exterior ao individuo e coercitivo, ele adquire o status de norma e, portanto, de

fato social, segundo a teoria desenvolvida pelo socidlogo Emile Durkheim: “Fatos sociais
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sdo maneiras de agir, de pensar e de sentir, exteriores ao individuo, e que sdo dotadas de um
poder de coercao em virtude do qual se impoem a ele’(Durkheim, 2007, p. 13-14).

De acordo com Durkheim, para identificar um fato social na andlise de
comportamentos coletivos, segundo Durkheim, é preciso observar se o fendmeno apresenta
trés caracteristicas essenciais:

« Exterioridade: O comportamento, regra ou pratica existe fora do individuo, ou seja, ¢
imposto pela sociedade e ndo depende da vontade pessoal. Por exemplo, as normas
de uso das redes sociais ou a cultura do consentimento digital ndo sdo criadas
individualmente, mas sao estabelecidas coletivamente e os individuos apenas as
seguem.

« Coercitividade: O fato social exerce uma pressao sobre os individuos, obrigando-os a
agir de determinada maneira sob pena de sangdes (explicitas ou implicitas). No
contexto das redes sociais, quem nao adere a certos padroes de comportamento pode
sofrer exclusdo, criticas ou perder oportunidades, demonstrando o carater coercitivo
do fendmeno.

e Generalidade: O fato social ¢ comum a muitos membros da sociedade, manifestando-
se de forma regular e recorrente. Por exemplo, a pratica do profiling e o aceite dos
termos de uso sdo comportamentos adotados por milhdes de usuarios, tornando-se

padrdo coletivo.

3.4.2 Profiling e identidade

Diante da multiplicidade de contextos que contribuem para a construgdo da
personalidade de um individuo, como contexto familiar, socioecondmico, cultural, escolar,
entre outros, esta pesquisa se propde a analisar o desenvolvimento da personalidade no
contexto das redes sociais, utilizando como ponto de partida neste item, a teoria behaviorista e
a identidade narrativa, a fim de desmontar como a padronizacgao identitaria pode influenciar a
formacao da identidade no contexto das redes sociais (Skinner, 1953).

Ao rotular sujeitos com base em correlagdes probabilisticas, tais sistemas contribuem
para uma forma de identidade construida por terceiros, que independe da narrativa subjetiva
de quem ¢ perfilado. Com isso, emerge uma forma de padronizacdo da identidade, que ndo
considera a complexidade da experiéncia humana e suas possibilidades de mudanca e

reinvengao (Ricoeur, 1991).
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Um exemplo emblematico disso ¢ o sistema de recomenda¢do do Facebook, que
sugere conteido com base em interagdes anteriores, reforcando tragos comportamentais
observados e dificultando a exposicdo a perspectivas divergentes®® (Bakshy; Messing;
Adamic, 2015)

No item anterior foi abordada a importancia da privacidade no livre desenvolvimento e
disparidade de informagdes entre os interlocutores, a fungdo dos algoritmos na construcao da
narrativa e a for¢a desproporcional entre as partes diante da capacidade maquina x homem de
acumular informag¢des sobre o outro.

A teoria behaviorista, especialmente em sua vertente radical proposta por B. F.
Skinner (1953), fundamenta-se na ideia de que o comportamento humano pode ser
compreendido como resposta observavel a estimulos externos, dispensando a consideragao de
estados internos, intencionalidade ou consciéncia. Essa logica de previsibilidade e controle do
comportamento, baseada exclusivamente em observacdes empiricas e mensuracdo de
respostas, constitui o ponto de partida para interpretagdes contemporaneas do comportamento
em ambientes digitais.

Antoinette Rouvroy (2013) avanca essa perspectiva ao propor o conceito de
“behaviorismo de dados”, que descreve a forma como os sistemas algoritmicos atuais
produzem conhecimento e intervengdo comportamental a partir de padrdes extraidos de
grandes volumes de dados. Ao contrario das abordagens psicoldgicas tradicionais, essa nova
forma de comportamento mediado por dados prescinde completamente da compreensao

subjetiva dos individuos. Para a autora:

A crenga implicita que acompanha o crescimento do ‘Big Data’ € que, desde
que se tenha acesso a enormes quantidades de dados brutos [...] é possivel
antecipar a maioria dos fenomenos (incluindo os comportamentos humanos)
do mundo fisico e do mundo digital, gracas a algoritmos relativamente
simples que permitem, numa base estatistica puramente indutiva, construir
modelos de comportamentos ou padrdes, sem ter que considerar causas ou
intengdes. Chamarei de ‘behaviorismo de dados’ essa nova maneira de
produzir  conhecimentos  sobre  atitudes  preferenciais  futuras,
comportamentos ou eventos sem considerar as motivagdes psicologicas, os
discursos ou as narrativas do sujeito, mas sim com base em dados.”
(Rouvroy, 2013, p. 2).

33 Conforme investigado por Bakshy et al. (2015), o algoritmo do Facebook tende a filtrar contetidos politicamente diversos,
reforgando preferéncias ja existentes dos usudrios.
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Esse modelo de anélise automatizada, descolado da interioridade do sujeito, evidencia
como os sistemas de perfilamento contemporaneos reproduzem uma logica puramente reativa:
classificam, preveem e intervém a partir de estimulos anteriores observaveis, apagando a
subjetividade e desvalorizando a narrativa pessoal. Ao lado de Rouvroy, Shoshana Zuboff
também denuncia a ascensdo de um sistema técnico-econdmico orientado pela captura e
modulagdo de comportamentos futuros, baseado em reforgos digitais semelhantes ao modelo
behaviorista radical (Zuboft, 2020).

Observa-se entdo uma aproximagao conceitual entre a ldgica do behaviorismo de
dados e o conceito de mesmidade (idem) em Paul Ricoeur, onde o sujeito perfilado por
sistemas algoritmicos ¢ reduzido a repeticdo de tragos anteriores, a constancia estatistica, ou
seja, a sua identidade objetiva e previsivel. Comprometendo a construcdo narrativa da
identidade, a ipseidade, que envolve escolha, mudanga e responsabilidade € suprimida por um
modelo que classifica e antecipa agdes com base apenas no comportamento passado (Ricoeur,
1991).

Assim, a légica algoritmica compromete a capacidade do individuo de narrar a si
mesmo ¢ de modificar sua trajetoria, comprometendo o livre desenvolvimento da
personalidade. Essa tensao entre mesmidade e ipseidade estd no cerne dos impactos
identitarios provocados pela pratica de perfilamento digital (Ricoeur, 1991).

Neste item daremos €énfase aos usuarios, adentraremos nos reflexos da perfilizagao na
identidade, para demonstrar de que forma perfilizacdo pode interferir na capacidade de uma
narrativa coerente dos individuos no contexto das redes sociais., comprometendo a construcao
da identidade ao desequilibrar as dimensdes de mesmidade e ipseidade, utilizando para tanto
referencial tedrico de Paul Ricoeur estudado na obra O Si mesmo como um outro (Ricoeur,
1991).

Para Ricoeur (1991), a identidade pessoal ¢ constituida por meio da articulagdo de
experiéncias em narrativas, permitindo ao individuo atribuir sentido a propria existéncia ao
integrar passado, presente e futuro em um processo compartilhado, no qual o sujeito é tanto
autor quanto leitor de sua propria vida. A identidade narrativa se constrdi na intersec¢do entre
a historia que o individuo conta sobre si mesmo ¢ a historia que outros contam sobre ele,
sendo fundamental para a afirmagdo e reconhecimento da individualidade.

O autor considera o ato de narrar como a capacidade de explicar a si mesmo,
organizando eventos em uma trama que vai além da mera sucessao cronolédgica, mas dos fatos

que dentro destes acontecimentos sdo entendidos pelo individuo para a sua auto narragdo e
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construcdo da identidade através de dois elementos principais, a mesmidade Iden e a
Ipseidade Ipse (Ricoeur, 1991).

Dentro desta logica a mesmidade refere-se a permanéncia, a identidade como
continuidade e semelhanca consigo mesmo ao longo do tempo, englobando caracteristicas
objetivas e estaveis do sujeito. Ja a ipseidade designa a identidade reflexiva, dindmica e
responsavel, que permite ao individuo manter-se fiel a si mesmo diante das mudangas,
assumindo compromissos € promessas. Essa dialética € especialmente relevante no registro da
narragao, pois ¢ na identidade narrativa que mesmidade e ipseidade se articulam, permitindo
ao sujeito apropriar-se de sua historia de forma reflexiva (Ricoeur, 1991).

Para Ricoeur (1991), a narrativa ndo € apenas um ato solitario do individuo, mas um
processo mediado e compartilhado. O sujeito ¢ considerado tanto leitor quanto autor de sua
propria vida, pois a identidade narrativa se constroi na intersec¢ao entre a historia que ele
conta sobre si mesmo e a historia que outros contam sobre ele. Isso implica que a identidade
pessoal € sempre parcialmente opaca ao proprio sujeito, que sé se reapropria de si mesmo por
meio dos sinais, obras € monumentos que resultam de sua atividade e interagdo social. A
narrativa, portanto, ¢ uma tarefa coletiva e dialdgica, ainda que o protagonismo da autoria
recaia sobre o individuo.

Nesse contexto, as plataformas digitais, especialmente o Facebook e o Instagram da
Meta Platforms Inc., desempenham papel ativo na mediagdo de experiéncias e relacdes
humanas, das quais ndo se pode mais rejeitar a influéncia, conforme observado no didlogo de

Bauman e Lyon:

A sociologia agora ¢ obrigada a se entender com o digital para ndo deixar de
investigar e teorizar sobre espacos inteiros de atividade cultural significativa.
Para inicio de conversa, a simples dependéncia tecnologica tem de ser
considerada relevante em qualquer explicagdo social digna desse nome. Sao
tantos os relacionamentos em parte — ou na totalidade — vivenciados on-line
que uma sociologia sem o Facebook ¢ inadequada. Independentemente de
como o entenda a geragcdo mais velha, o Facebook se tornou um meio basico
de comunicag¢do — de “conexdo”, como expressa o proprio Facebook — e ¢
agora uma nova dimensdo da vida cotidiana para milhdes de pessoas.
(Bauman; Lyon, 2014 p. 32).

Como pontuado pelos autores, o Facebook e o Instagram, figuram como este novo
espaco de atividade cultural, porém com caracteristicas proprias e parametros distintos, como
uma nova versao de sociedade onde os usudrios sdo incentivados a compartilhar fragmentos

de suas vidas, selecionando quais aspectos desejam tornar publicos e quais preferem manter
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em privado (Bowden-Green et al., 2021). Essa dinamica transforma as redes sociais em arenas
de construgcdo e disputa de narrativas, onde a identidade é constantemente negociada e
performada.

A necessidade de validacdo social, refor¢ada por mecanismos como curtidas,
comentarios ¢ compartilhamentos, intensifica a pressdo para que o usudrio adote
comportamentos alinhados as expectativas do grupo (Skinner, 1953). O algoritmo, ao
priorizar conteidos que maximizam engajamento, restringe a exposi¢do a perspectivas
divergentes, limitando o contato com narrativas alternativas e refor¢cando padrdes de
conformidade (Bowden-Green et al., 2021).

Essa dinamica coloca em risco a autenticidade e a coeréncia da narrativa pessoal, pois
a competicdo de narrativas acontece de forma injusta, as redes sociais criam perfiz sobre os
individuos dos quais eles mesmos podem nao saber de forma consciente, ou contestar esta
narrativa, sendo induzidos a querer gostar e acreditar naquele conteido ao qual estdo
constantemente sendo submetidos, ja que os algoritmos tendem a incentivar a conformidade e
a padronizagdo de comportamentos, o que compromete o livre desenvolvimento da
personalidade e a autodeterminacdo informativa, direitos assegurados pela LGPD e
fundamentais para a dignidade humana.

Algoritmos de profiling categorizam usudrios com base em padrdes comportamentais,
restringindo a exposi¢do a conteudos diversificados e incentivando conformidade, de forma
que os usuarios sdo instigados a mostrar os fragmentos de sua personalidade que sdo aceitos
naquele contexto, assim o individuo ¢ incentivado a construir uma personalidade para aquele
contexto, ndo com base na sua percep¢ao de si, mas com base na versdo que tende a ser
validada pelos pares.

Partindo da premissa de que o insumo para a construg¢do de narrativas ¢ a informagao
sobre si, que, apés assimilada pelo individuo, ¢ organizada em uma histéria de vida, o
resultado desse processo ¢ a constituicao da identidade narrativa. Segundo Paul Ricoeur, essa
identidade se forma de maneira intersubjetiva, na articulacao entre a narrativa que o individuo
constréi sobre si e aquela que ¢ atribuida pelo contexto social em que esta inserido.

Aqui neste trabalho considera se a internet como um desses contextos em que se forma
a identidade, um novo contexto caracteristico da sociedade contemporanea, em que o usuario
novamente ird narrar e ser narrado, porém aqui neste trabalho se discute o fato de uma destas

narrativas, no caso a da rede social, ocorre com um nimero muito maior de informagdes.
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Enquanto os individuos escolhem os aspectos de sua vida que consideram marcantes e
relevantes para diferenciar um eu do outro priorizando algumas informagdes em detrimento
de outras, e até mesmo descartando alguns comportamentos ja& que nao ¢ humanamente
possivel de se registar tudo o que se faz a todo o tempo, as redes sociais através dos sistemas
de big data, conseguem registar ¢ armazenar toda a atividade do usudrio na plataforma,
registrando mais informagdes sobre o usudrio do que ele mesmo guarda de si, € com base
nestas informacgdes construir a narrativa sobre a pessoa.

Sobre a afirmagdo feita no pardgrafo anterior podemos trazer a pesquisa realizada
Cambridge e Stanford, que analisaram a capacidade de se extrair tragos da personalidade de
uma pessoa través das curtidas de contetidos no Facebook para aferir sobre 5 grandes tragos
de personalidade, sendo eles abertura, conscienciosidade, extroversdo, amabilidade e
neuroticismo. Como amostra, foram escolhidos 86.220 voluntarios que foram submetidos aos
conteudos enquanto seus amigos e familiares avaliavam estes individuos com base em sua
personalidade, e a partir dai criarem uma comparacao das respostas (Ghosh, 2015).

Os resultados indicaram que com apenas 10 curtidas o algoritmo conseguia prever a
personalidade de um usuario melhor que um colega de trabalho, melhor que um amigo com
70 curtidas, melhor que um familiar com 150 curtidas e com 300 curtidas o algoritmo saberia
mais da personalidade do usudrio do que seu proprio conjuge (Kosinski; Stillwell; Graepel,
2013).

Tal informagdo demonstra que a captagdo das atividades dos usudrios pode ter
implicacdes na propria subjetividade, pois os contetidos aos quais terd acesso serdo auferidos
a partir deste perfil, formando uma bolha, ou como abordado por Sérgio Amadeu da Silveira,
guetos ideoldgicos, que impossibilita o contato com informagdes diferentes, ocasionais €
fortuitas, tangenciando o proprio rumo da vida (Bioni, 2019; Silveira, 2017, p. 88).

A pesquisa buscou entender quantas curtidas em média um cidaddo brasileiro efetua
em um determinado tempo espago, mas tal informagdo ndo foi encontrada, tampouco foram
localizados estudos académicos revisados por pares que investigassem especificamente o
numero de curtidas do usudrio nas redes sociais da empresa meta. Entretanto, foi localizada
uma pesquisa do site Brandwatch, uma plataforma de monitoramento e andlise de midia
social, datado de 2018, que apontava que um usudrio deixava em média 10 curtidas por més,
média de 120 curtidas por ano, com um tempo médio de 20 minutos por dia no site, (Smith,
2019). Contudo, se reconhece a limitacdes metodologicas e a necessidade de cautela na

interpretacao dos niumeros indicados pela fonte.
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Vale ressaltar aqui alguns pontos importantes, o primeiro sobre a data da pesquisa,
2018, de modo que tais numeros podem estar defasados, ja que a propria pesquisa informa
que o Facebook adicionava a época 500.000 novos usuarios por dia, 6 novos perfiz a cada
segundo (Smith, 2019).

Outro ponto relevante ¢ que a pesquisa nao indica a origem dos usudrios utilizados na
amostragem, aparentando ser uma média global dos usuarios, todavia, tempo de 20 minutos €
bem abaixo do tempo gasto pelos usuarios brasileiros que de acordo com pesquisas recentes €
o terceiro maior publico consumidor de redes sociais no mundo.

Outra variacdo importante ¢ em relacdo a idade, visto que de acordo com pesquisas
recentes que foram indicadas neste trabalho, adolescentes podem passar mais de trés horas por
dia conectados na rede social, logo pode se concluir que o numero de curtidas de um usuario
brasileiro em 2025 tende a superar o nimero de 10 curtidas por més, bem como a média de 20
minutos de uso diario. Reconhece-se a possibilidade de distanciamento desses dados em
relacdo ao contexto brasileiro. Ainda assim, optou-se por manté-los na pesquisa,
compreendendo que, na auséncia de outras fontes, tais dados podem fornecer um parametro
minimo de comparagdo para a andlise desenvolvida.

Importante trazer ao trabalho que os impactos da rede social no comportamento
humano ainda ¢ um campo cujo conhecimento se encontra em estagio incipiente. Parte deste
desconhecimento ¢ devido a coexisténcia de trés geracdes com experiéncias tecnologicas
distintas: idosos (formados previamente a informatizac¢do), adultos (transi¢do analdgico-
digital) e jovens (nativos digitais). Essa heterogeneidade dificulta a generaliza¢do de efeitos,
pois cada grupo internaliza a tecnologia de forma unica, com valores e habitos moldados por
diferentes contextos historicos.

Entretanto, estudos apontam que o uso intensivo dessas plataformas esta associado ao
aumento de transtornos como ansiedade, depressdo e disturbios alimentares, além de
contribuir para a polarizagdo social e a deterioragdo da autoimagem. Tais impactos sdo
potencializados por algoritmos que promovem conteidos altamente engajadores e reforgam
padrdes de comportamento, o que suscita discussdes relevantes sobre autodeterminagao
informativa e livre desenvolvimento da personalidade nestes ambientes (Machado, 2024).

No mesmo sentido, pesquisa realizada pela Universidade de Oxford em 2024 revelou
que adolescentes que passam mais de trés horas por dia nas redes t€ém 60% mais chances de

desenvolver depressdo. A investiga¢do aponta o impacto da cultura digital na reconfiguracao
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da formacgao emocional e psicoldgica e a necessidade de regulagdo especifica de redes sociais
(Pacete, 2025).

Um exemplo paradigmatico da interferéncia dos sistemas de perfilamento na
construgdo da identidade dos individuos pode ser observado no caso do algoritmo COMPAS
(Correctional Offender Management Profiling for Alternative Sanctions), amplamente
utilizado no sistema de justi¢a criminal dos Estados Unidos. Esse sistema computacional era
empregado para estimar o risco de reincidéncia de réus, influenciando decisdes judiciais sobre
fianca, sentencgas e liberdade condicional (Angwin et al., 2016).

Em 2016, uma investigagdo do veiculo ProPublica, organizagdo de jornalismo
investigativo, demonstrou que o algoritmo apresentava vieses raciais significativos: réus
negros eram erroneamente classificados como de alto risco de reincidéncia quase duas vezes
mais do que réus brancos, mesmo sem diferengas relevantes nos historicos criminais (Angwin
etal., 2016).

Embora se trate de um sistema utilizado no contexto judicial, o caso COMPAS fornece
uma analise empirica valiosa sobre os efeitos identitarios do perfilamento algoritmico. Ao
atribuir uma identidade de risco com base em padrdes estatisticos opacos e enviesados, o
algoritmo influenciava a percep¢do institucional e social do réu, interferindo diretamente em
sua narrativa pessoal e em sua autonomia.

Essa dindmica ilustra como sistemas automatizados podem capturar e redefinir
trajetorias individuais a partir de dados anteriores, muitas vezes sem possibilidade de
contestacdo ou revisdo. Tais impactos, como discutido ao longo deste item, comprometem o
livre desenvolvimento da personalidade, especialmente quando ocorrem em contextos
marcados por assimetria técnica e auséncia de transparéncia, caracteristicas também presentes
nas redes sociais digitais investigadas neste trabalho.

Dessa forma, evidencia-se que a pratica do profiling ndo apenas representa uma
técnica de segmentacdo mercadologica, mas também um mecanismo de poder simbdlico e
informacional que compromete, estruturalmente, os direitos a identidade e a autodeterminagdo

informativa no ambiente digital contemporaneo.
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3.5 A narrativa liquida: uma interseccio entre os conceitos de modernidade liquida de

Zygmunt Bauman e a identidade narrativa de Paul Ricoeur aplicados ao profiling

A interseccdo entre a modernidade liquida de Zygmunt Bauman e a identidade
narrativa de Paul Ricoeur oferece um arcabougo teorico fértil para analisar os impactos do
profiling algoritmico nas redes sociais. Enquanto Bauman descreve um mundo marcado pela
fluidez, inseguranca e vigilancia difusa, Ricoeur propde que a identidade se constroi na
dialética entre permanéncia (idem) e transformacdo (ipse), mediada por narrativas. Este
trabalho articula esses conceitos para entender como a coleta massiva de dados e a modulagao
comportamental interferem na autonomia narrativa dos usuarios, transformando-os em objetos
de decisdes automatizadas.

Bauman (2018) define a modernidade liquida como uma era de dissolucao de
estruturas solidas — como instituicoes, relagdes e identidades —, substituidas por dindmicas
flexiveis, efémeras e individualizadas. Nesse contexto, a vigilancia deixa de ser um
mecanismo centralizado e opressivo (como no pandptico de Foucault) para se tornar /iquida:
invisivel, adaptavel e internalizada pelos individuos como parte da experiéncia cotidiana
(Bauman; Lyon, 2018). Nas redes sociais, essa vigilancia se materializa no profiling, técnica
que coleta dados comportamentais para criar perfis preditivos, os quais orientam desde
publicidade personalizada até a curadoria de conteudo.

A logica do capitalismo de vigilancia (Zuboft, 2020), nao citada, mas implicita na
analise de Bauman, evidencia que os dados dos usudrios sao comoditizados, transformando
subjetividades em insumos para modelos de negocios. A fluidez da vigilancia liquida reside
na capacidade dos algoritmos de se remodelarem continuamente, antecipando desejos e
normalizando a exposi¢ao constante, o que corrdi a nogdo de privacidade e autonomia.

O que se propde neste item € um paralelo entre a mesmidade da teoria narrativa com o
que Bauman entenderia como so6lido, enquanto a ipseidade de Ricoeur, aquilo que € volatil e
dindmico guardaria uma relagdo com a liquidez amplamente abordada por Bauman, aqui
analisada como uma resposta a liquefagdo da identidade identitaria, que seria resultado da
instabilidade narrativa das redes sociais. A propria identidade passa a ter que se adaptar a
dindmica das redes sociais.

O paradoxo entdo consiste na capacidade do individuo de se manter fiel a si mesmo ao
passo que também precisa se adaptar ao contexto social, manter se em uma narrativa coerente

em um contexto fragmentado e narrado por um algoritmo que atualiza os perfis em tempo
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real, tornando a identidade um fluxo de dados maledvel, sem centro fixo (Bauman; Lyon,
2018, p. 47).

Ao passo que a ipseidade da narrativa necessita de transparéncia para que o individuo
possa raciocinar sobre os fatos, de maneira critica, uma autoavaliacao e sele¢do dos fatos que
este considerar relevantes enquanto a opacidade da narrativa algoritmica ¢ o extremo oposto
de transparéncia, logo ndo seria possivel ao individuo dialogar com esta terceira identidade, ja
que nao se sabe qual o caminho feito até que se chegasse aquela construcao.

A identidade narrativa surge da articulagdo entre essas dimensdes, permitindo ao
sujeito integrar experiéncias passadas, presentes e expectativas em uma historia coerente. Nas
redes sociais, entretanto, o profiling cristaliza o idem ao reduzir o usuario a padrdes
comportamentais quantificaveis (ex: “consumidor de moda sustentavel”), enquanto limita o
ipse ao restringir o acesso a conteudo dissonantes (bolhas algoritmicas). A narrativa externa,
construida por algoritmos, sobrepde-se a auto interpretagdo, fragilizando a mediagao reflexiva
essencial a identidade (Ricoeur, 1991, p. 169).

Por exemplo, ao priorizar contetidos alinhados a preferéncias passadas (idem), as redes
sociais restringem a exposicdo a perspectivas que desafiem o sfatus quo (ex: noticias
divergentes, diversidade de corpos, raca e perfiz de beleza), limitando a capacidade de
ressignificagdo (ipse) e convivéncia com o diverso. Essa dindmica reforca a passividade
liquida descrita por Bauman, na qual os individuos sdao “consumidores de identidades” em vez
de autores de suas historias.

A ideia de que a repeticdo de uma imagem, ideia ou estimulo aumenta sua aceitacdo
ou familiaridade, mesmo sem compreensdo racional ou argumentativa, ndo se faz algo novo,
tampouco foi introduzida pelas redes sociais e foi observada ha mais de seis décadas pelo
psicologo social Robert Zajonc (1968), em sua formulagdo do efeito da mera exposi¢do. O
efeito da mera exposi¢do, formulado por Robert Zajonc em 1968, ¢ uma teoria da psicologia
social que demonstra que a simples repeti¢ao de um estimulo aumenta a probabilidade de que
ele seja percebido de forma positiva ou familiar, mesmo sem que haja entendimento
consciente ou andlise critica.

De forma complementar, a teoria da Janela de Overton, proposta por Joseph P.
Overton, na década de 1990, sugere que existe uma faixa de ideias consideradas "aceitaveis"
pela opinido publica em determinado momento, chamada de “janela”. Ideias fora dessa janela

sdo vistas como radicais ou impensaveis. No entanto, com exposi¢do gradual, reformulacao de
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linguagem e repeticao estratégica, ideias inicialmente inaceitaveis podem migrar para o centro
do debate publico, tornando-se aceitaveis, populares e até politicas oficiais.

A titulo de exemplo, uma pesquisa psiquidtrica, realizada com adolescentes brasileiras
do estado de Sao Paulo, abordou a influéncia das redes sociais com a insatisfagdo da imagem
corporal. Segundo o estudo a imagem corporal pode ser definida a partir da internalizagdo da
ideia de “corpo ideal” ideal construida em nossa mente, e que tal internalizacdo ¢ capaz de
modificar comportamentos pessoais. A pesquisa argumenta ainda que dos diversos fatores que
influenciam a constru¢do da autoimagem, trés deles tém maior importancia, sendo: Os pais, 0s
amigos e a midia, além de identificar um aumento de insatisfagdo corporal entre 6,57 e 4,47
vezes maior nas meninas que acessam os aplicativos Facebook e Instagram mais de 10 vezes
diariamente (Lira, 2017; Rezende, 2020).

O que se explana neste item ¢ a perfilizagdo enquanto mediadora responsavel por
escolher o contexto onde cada individuo serd exposto nas redes sociais, mediando o didlogo
entre o interno € o externo, o si € o outro, expondo os usuarios de forma reiterada aos
interesses que dele foram inferidos, assumindo um papel narrativo nesta dindmica capaz de
influenciar a percep¢ao do individuo, que tende a reagir como fruto do meio, tal qual exposto
na teoria behaviorista, agora adaptada para o ambiente digital.

Essa dinamica refor¢a a fungdo narrativa do profiling, que ndo apenas organiza as
experiéncias digitais dos sujeitos, mas também limita os sentidos possiveis a partir de padroes
previamente inferidos. Nesse cendrio, torna-se possivel identificar efeitos mais amplos sobre a
construcdo identitaria, os quais podem ser aprofundados a partir do didlogo entre as teorias de
Zygmunt Bauman e Paul Ricoeur.

O paralelo entre Bauman e Ricoeur evidencia que o profiling nas redes sociais opera
uma dupla captura: liquefaz identidades ao reduzi-las a dados volateis e congela narrativas ao
impor légicas preditivas.

Assim, ao colocar estes conceitos em dialogo, observa-se que o fendmeno do profiling
algoritmico nas redes sociais promove uma dupla distorcdo na identidade do sujeito
contemporaneo: por um lado, reduz o sujeito a mesmidade (idem), cristalizando padrdes
comportamentais previsiveis; por outro, esvazia sua ipseidade, impedindo a reconstrugdo
reflexiva da propria narrativa.

Diferentemente da identidade narrativa proposta por Ricoeur, cujo foco reside no
processo continuo de interpretacdo de si ao longo do tempo, a narrativa construida pelas redes

sociais possui um cardter marcadamente finalistico. Trata-se de uma constru¢do orientada a
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finalidade de classificagdo e monetizacdo, em que a formacdo do perfil do usudrio visa a
estabilizacdo de categorias de consumo. Essa identidade algoritmica ¢ operada nao em fungao
da subjetividade do sujeito, mas em prol dos interesses de terceiros, anunciantes, plataformas
e sistemas de recomendagao

Nesse processo, a identidade deixa de ser um projeto continuo de si e passa a ser
moldada por fluxos externos, invisiveis e instaveis, € em velocidades incompativeis com a
reflexao e maturagdo dos fatos percebidos, coerente com a ldgica da modernidade liquida.

Ao contrario da construgdo identitaria tradicional, em que a ipseidade se desenvolve
por uma narrativa continua, reflexiva, aberta e sem almejar um fim em si mesmo, na narrativa
algoritmica a constru¢do assume um carater finalistico, moldando-se conforme interesses de
mercado. Nela, ndo se considera a subjetividade, mas apenas a previsibilidade de respostas a
estimulos externos especificos, com base em padrdes de comportamento.

Essa dinamica resulta em uma narrativa instavel e fluida, marcada pela auséncia de
centro fixo e pela oscilagdo constante, caracteristicas que se aproximam da liquidez descrita
por Zygmunt Bauman. Por essa razao, ao interseccionar as teorias da identidade narrativa e da
modernidade liquida e aplicé-las ao objeto deste trabalho, propde-se a nocao de “narrativa

liquida” como a expressao da subjetividade mediada por algoritmos.
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4 A ERA DA INFORMACAO — ECONOMIA DE VIGILANCIA, DATIFICACAO DA
VIDA E SEUS IMPACTOS NO COMPORTAMENTO HUMANO

Esta secdo visa trazer a pesquisa esclarecimentos técnico e semanticos sobre decisdes
automatizadas, na qual se inclui a perfilizagao/Profiling, aqui tratados como sindnimos,
trazendo os conceitos e classificagdes do instituto necessarias ao entendimento da pesquisa.
Considerando a insuficiéncia de conceitos juridicos na legislagdo brasileira, tomaremos
emprestados alguns conceitos e comandos da lei geral de protecdo de dados alema, General

Data Protection (GDPR), instituto no qual se inspirou a Lei de Protecdo de Dados Brasileira.

4.1 O que ¢ Profiling? Classificacido no Tratamento Automatizado de Dados

Por meio de métodos algoritmicos, grandes volumes de informagdes sobre usuarios
sdo coletados, analisados e utilizados para a construgdo de perfis, que normalmente visam
estabelecer um padrio especifico em um contexto especifico, por exemplo andlise de score
para linha de crédito, andlise de perfil profissional para fins de admissdo de candidatos em
uma vaga de emprego.

Ocorre que nas redes sociais, a constru¢ao de perfis ndo segue uma logica especifica,
todos os dados sdo igualmente considerados e mapeados a apos a identificacio do
comportamento € que se direciona os conteudos e ou produtos de interesse, observe, portanto,
que ndo ha uma finalidade definida ao tempo da captura desses dados, e desta auséncia de
finalidade surgem as discussdes sobre os limites e impactos dessa pratica nos direitos
fundamentais.

A lei traz uma sec¢do especifica s para a defini¢do de institutos, no artigo 4°,
classificando separadamente o que € o tratamento de dados e suas subdivisdes (onde inclui
meios automatizados ou ndo automatizados), logo, o tratamento de dados ¢ género do qual a
perfilizacdo ¢ espécie. e 0 que ¢ uma definicdo de perfiz, classificando esta como esta, uma

forma de tratamento, Art. 4°:

«Tratamento», uma operagdo ou um conjunto de operagdes efetuadas sobre
dados pessoais ou sobre conjuntos de dados pessoais, por meios
automatizados ou ndo automatizados, tais como a recolha, o registo, a
organizagdo, a estruturacdo, a conservagdo, a adaptacdo ou alteracao, a



85

recuperacdo, a consulta, a utilizagdo, a divulgagdo por transmissdo, difusdo
ou qualquer outra forma de disponibilizagdo, a comparagdo ou interconexao,
a limitagdo, o apagamento ou a destrui¢dao; (Unido Europeia, 2016).

Do ponto de vista técnico, a A GDPR define profiling (ou perfilizagdo) como:
qualquer forma de tratamento automatizado de dados pessoais que visa avaliar aspectos
pessoais de um individuo, prevendo comportamentos, preferéncias, interesses, desempenho

profissional, situagdo econdmica, saude, localizagdo, entre outros. Vide:

«Defini¢ao de perfis», qualquer forma de tratamento automatizado de dados
pessoais que consista em utilizar esses dados pessoais para avaliar certos
aspetos pessoais de uma pessoa singular, nomeadamente para analisar ou
prever aspetos relacionados com o seu desempenho profissional, a sua
situagdo economica, saude, preferéncias pessoais, interesses, fiabilidade,
comportamento, localizagcdo ou deslocagdes (UE) 2016/679, art. 4°. 4);

No contexto juridico brasileiro, a LGPD nao traz uma defini¢do expressa de profiling,
mas faz referéncia indireta ao tema em dispositivos como o art. 12, §2° e o art. 20. Art. 12. Os
dados anonimizados ndo serdo considerados dados pessoais para os fins desta Lei, salvo
quando o processo de anonimizacdo ao qual foram submetidos for revertido, utilizando

exclusivamente meios proprios, ou quando, com esfor¢os razoaveis, puder ser revertido.

§ 2° Poderdo ser igualmente considerados como dados pessoais, para os fins
desta Lei, aqueles utilizados para formagdo do perfil comportamental de
determinada pessoa natural, se identificada.

Art. 20. O titular dos dados tem direito a solicitar a revisdo de decisdes
tomadas unicamente com base em tratamento automatizado de dados
pessoais que afetem seus interesses, incluidas as decisdes destinadas a
definir o seu perfil pessoal, profissional, de consumo e de crédito ou os
aspectos de sua personalidade

E importante distinguir as diferentes espécies de dados que sdo utilizados em um
processo de perfilizacdo, pois como definido pela propria LGPD, apenas dados pessoais estao
sob o escopo da lei :

(1) Dados pessoais: informacdes relacionadas a pessoa natural identificada ou

identificavel (LGPD, art. 5°, I).

(i) Dados inferidos: informagdes deduzidas a partir do cruzamento de dados triviais,

muitas vezes ndo fornecidas diretamente pelo titular, mas inferidas por algoritmos

(Kosinski, Stillwell & Graepel, 2013).
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(ii1) Dados anonimizados: aqueles que, isoladamente ou em conjunto, ndo permitem a
identificacdo do titular, exceto se o processo de anonimizagdo puder ser revertido

(LGPD, art. 5°, 1II; art. 12).

A distingdo ¢ relevante porque o profiling frequentemente utiliza dados inferidos e
anonimizados para criar perfis, que em tese nao sdo abarcados pelas regras da LGPD, visto
que a legislagcdo foi silente neste ponto, como consequéncia, restam dividas razoaveis nas
discussdes doutrinarias sobre o alcance da Lei de Prote¢do de dados brasileira sobre o
tratamento de dados inferidos e anonimizados que ndo sdo capazes de revelar a identidade do
usudrio, mas igualmente conseguem afetar o contexto em que o usuario esta inserido nas redes
sociais.

Por outro lado, o regulamento alemao aborda a perfilizacdo de forma mais detalhada,
tratando-a como uma categoria especifica de tratamento de dados pessoais. Por essa razdo, ela
¢ submetida a regras proprias e salvaguardas adicionais, especialmente nos casos em que
decisdes sdo tomadas de forma automatizada, sem qualquer interven¢cdo humana ou com
intervengcdo humana apenas residual. Essa disciplina estd prevista no artigo 22 do referido

regulamento.:

Art. 22. Decisdes individuais automatizadas, incluindo definigao de perfis

O titular dos dados tem o direito de ndo ficar sujeito a nenhuma decisdo
tomada exclusivamente com base no tratamento automatizado, incluindo a
defini¢do de perfis, que produza efeitos na sua esfera juridica ou que o afete
significativamente de forma similar.

Entretanto, tal qual a LGPD, a GPDR também limita seu escopo de atuagdo aos
tratamentos de dados pessoais, ficando silente quanto a perfilizagdo feita a partir de dados nao
pessoais obtidos através de inferéncias, como ¢ o caso dos dados tratados pelas plataformas da
Meta. Platform Inc. Da leitura da legislacao pode se concluir que a perfilizagdao foi pensada
para os casos de tomadas de decisdes especificas sobre os usuarios, ndo conseguindo alcangar
os tratamentos de dados para fins genéricos.

A lacuna normativa se torna mais evidente diante do uso de dados, ndo pessoais, dados
inferidos (aqui incluidos os ndo pessoais, pessoais e sensiveis) e dados coletivos. No contexto
da perfilizag¢do, ¢ fundamental distinguir entre os direitos subjetivos, que afetam individuos
identificaveis, e os direitos supraindividuais, cujos efeitos incidem sobre grupos inteiros ou
coletividades. Neste ultimo caso, os impactos ocorrem de forma difusa, sem que seja

possivel
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identificar com precisdo um sujeito diretamente lesado, o que dificulta ndo apenas a
caracterizagdo do dano, mas também a demonstracdo do nexo de causalidade entre o fato e a
lesdo, comprometendo a responsabilizacao juridica.
A problematica aumenta: além dos dados inferidos, acrescentam-se os dados coletivos,
pois, em se tratando de perfilizagdo, existem os direitos subjetivos e os direitos
supraindividuais, que afetam uma coletividade sem que seja possivel uma individualizagao do
dano.
Como resultado, eventual ou potencial dano causado aos direitos fundamentais de
usudrios ou grupo de usuarios necessitaria de uma comprovagao, com respaldo na combinagao
de diversos institutos juridicos, como os direitos do consumidor, lei de protecdo de dados,
estatutos de crianca adolescente e idoso, cada qual analisado de acordo com o caso concreto
pelo judiciario.
Entretanto, essa auséncia de comandos legislativos e administrativos reforca a
assimetria de informacdo entre as partes, visto ser extremamente dificil para um cidaddo
médio conseguir comprovar um nexo de causalidade entre violagdes de direitos da
personalidade e a pratica de perfilizagcao da empresa Meta. Platform Inc. o que, na pratica, ¢
benéfico para as redes sociais da empresa.
Diante desse cenario, a doutrina e 6rgaos como a ANPD tém apontado a necessidade
de:
o Interpretacao hermenéutica ampliada: Aplicacdao dos principios constitucionais do
livre desenvolvimento da personalidade e autodeterminacdo informativa para ampliar
o escopo da protecao, incluindo dados inferidos e impactos coletivos.

e Salvaguardas adicionais: Implementacdo de medidas como transparéncia
algoritmica, direito a explicacdo, avaliacdes de impacto algoritmico e participacao
ativa da autoridade reguladora (Bioni, 2019; Martins, 2021).

« Relatorios de impacto: Adocdo de instrumentos como o Data Protection Impact
Assessment (DPIA), previstos na LGPD (art. 38), para operagdes de profiling,

promovendo abordagem preventiva e transparente

Diante desse cendrio, a doutrina e 6rgdos como a ANPD tém apontado a necessidade
de uma interpretagdo hermenéutica ampliada, com a aplicacdo dos principios constitucionais

do livre desenvolvimento da personalidade e da autodeterminagdo informativa para ampliar o
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escopo da protecdo, incluindo dados inferidos e impactos coletivos (Bioni, 2019; Martins,
2021).

Além disso, destaca-se a importancia da implementacdo de salvaguardas adicionais,
como a transparéncia algoritmica, o direito a explicagdo, avaliagdes de impacto algoritmico e
a participagdo ativa da autoridade reguladora, conforme defendem Bioni (2019) e Martins
(2021). Por fim, ressalta-se a adocdo de instrumentos como o Data Protection Impact
Assessment (DPIA), previstos na LGPD (art. 38), para operacdes de profiling, promovendo
uma abordagem preventiva e transparente (Bioni, 2019; Martins, 2021).

Como sugestao, este trabalho propde que a legislacdo sobre dados seja atualizada, ao
menos para constar os conceitos afetos ao profiling, como, definicdo de perfis, perfilizacao,
dados de coletividade entre outros conceitos de ordem indeterminada e discutidos apenas pela
doutrina brasileira. Apos esses conceitos poderia se iniciar discussdes setorizadas, mas
especificas as diferentes formas de tratamento automatizado de dados e a partir disto pensar
solugdes enquanto uma matéria de interesse publico. As iniciativas voltadas ao reequilibrio

entre a relagdo usuarios e plataforma serdo abordadas na Seg¢ao 6.

4.2 Breve historico da formaciao da empresa Meta Platform Inc

A Meta Platforms, Inc., originalmente fundada como Facebook, Inc., surgiu em 4 de
fevereiro de 2004 nos Estados Unidos, idealizada por Mark Zuckerberg e seus colegas de
quarto, Eduardo Saverin, Andrew McCollum, Dustin Moskovitz e Chris Hughes, na
Universidade de Harvard (FM2S, 2024).

Inicialmente tratava se de uma comunidade restrita aos alunos de Harvard, onde os
usudrios poderiam interagir e encontrar pessoas proximas através da ferramenta, além de
facilitar a organizagdo de festas, trabalhos, grupos de estudos entre outras funcionalidades do
universo académico. A rede rapidamente se expandiu para outras universidades, chegando a
duas mil universidades em dois anos. Logo depois se tornou acessivel ao publico em geral,
marcando o inicio de uma trajetoria de crescimento acelerado (FM2S, 2024).

A partir de 2005, com o aporte de investidores a empresa consolidou sua posi¢cao no
mercado e passou a inovar em funcionalidades: em 2006, lancou o News Feed, que permitia
aos usudrios acompanharem atualizagdes de amigos em tempo real, e em 2009, introduziu o
botdo “Curtir”, recurso que se tornou um dos simbolos da cultura digital contemporanea.

(FM2S, 2024)
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Sobre o recurso “curtir” este tem papel fundamental no desenvolvimento da cultura
das redes sociais com se conhece hoje, pois na pratica atua como um termometro medidor de
interesse e inferéncia de dados, o que torna um botdo, aparentemente inofensivo, uma das
atualizagdes mais revolucionarias das redes sociais (Pereira; Pontes; Tozatto 2022). Neste
sentido vejamos como os autores, Jodo Vitor Nunes Pereira, Ritiele Queles Pontes e

Alessandra Tozatto abordam a importancia do like na plataforma:

O “like” atua nesse contexto como um “medidor” de conteido, onde quanto
mais likes se tem melhor teoricamente ¢ o contetido, com o passar do tempo
o valor das coisas e das pessoas passou a ser medido pela quantidade de likes
que ela tem, comportamento que rapidamente se vinculou com os niveis de
satisfacdo de cada pessoa, dessa forma a satisfacdo plena s6 ¢ alcancada se
as publica¢des nas redes agradarem muitas pessoas e elas retribuirem com
likes, o que pode ser entendido como um qualificador (Pereira; Pontes;
Tozatto, 2022).

O Facebook, como rede social, tornou-se rapidamente a principal plataforma de
interagdo online da empresa. Em 2014 contava com 70% dos brasileiros conectados a internet
e em 2016 aparecia entre os sites mais acessados no mundo, ocupando a segunda posicdo. A
empresa entdo passou a diversificar seus produtos, adquirindo aplicativos estratégicos como
Instagram (2012) e WhatsApp (2014), além do Messenger e da Oculus, expandindo sua
atuagdo para além das redes sociais tradicionais e entrando no mercado de realidade virtual e
aumentada (Meta Platforms, 2025)

Em 2010, o Facebook foi eleito a empresa mais inovadora do mundo, outro marco
importante da empresa, foi o fato de ser a primeira rede social a conseguir éxito ao
implementar antincios publicitarios, além de criar moedas virtuais para utilizacdo em jogos e
aplicativos, o que também rendeu uma fonte de geragdo de recursos, abrindo caminho para o
que seria hoje um dos modelos de negocios mais lucrativos da atualidade (O Facebook,
2011).

Em 28 de outubro de 2021, a empresa anuncia a mudanga do nome, de Facebook, Inc.
para Meta Platforms Inc., refletindo a nova estratégia corporativa voltada para o
desenvolvimento do chamado “metaverso” , um ambiente virtual imersivo e colaborativo,
considerado pela empresa como o proximo estagio da conexao social (FM2S, 2024; Palmeira,
2021).

O Instagram vem se consolidando como uma das redes com maior aderéncia no

mundo, totalizando mais de dois bilhdes de usuarios ativos até 2024, dos quais cerca de 134,6
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milhdes sdo de consumidores brasileiros, conseguindo alcangar aproximadamente 62% da
populagdo com anuncios (Jornal Digital Recife, 2024; Gongalves, 2025).

Em 2024, a Opinion Box, empresa que realiza pesquisas online sobre redes sociais
para fins de insight, entrevistou 2.047 usudrios brasileiros, maiores de 16 anos, de todas as
faixas etarias, regides e classes sociais para entender as preferéncias dos usudrios, A pesquisa
revela que 93% dos usudrios acessam o Instagram pelo menos uma vez ao dia, sendo que 57%
entram varias vezes ao longo do dia e 17% chegam a manter o aplicativo aberto o dia inteiro
(Gongalves, 2025).

A pesquisa também apresenta dados de consumo em que 72% dos usudrios
informaram j& ter comprado algum produto ou servigo pela plataforma, seja por meio de
anuncios, recomendagdes de influenciadores ou postagem das proprias marcas (Gongalves,
2025).

Ja o Facebook (rede social), em que pese ter nimeros menores, ainda ¢ utilizado por
aproximadamente 112 milhdes de usuarios brasileiros, posicionando o pais como o quarto
maior mercado da plataforma e com previsdao de aumento de 17,2 milhdes de usuarios,
chegando a 144, 81 milhdes até 2028 segundo dados da empresa de marketing digital RD
Station (Rodrigues, 2024).

Esses nimeros posicionam o Brasil entre os maiores mercados globais para as
plataformas da Meta, evidenciando forte presenca da empresa na vida digital da populacao e
seu papel fundamental na dindmica das comunicagdes, entretenimento e consumo de
informacao no pais (Verissimo; 2024).

Estudiosos do assunto atribuem tal popularidade ao fato de que as redes sociais
funcionam como espagos de socializagdo, pertencimento e construcdo de identidade,
especialmente em sociedades marcadas por alta sociabilidade como a brasileira (Lima;
Nogueira, 2023).

Em que pese os numeros expressivos ¢ a grande aderéncia dos produtos da empresa
meta, a trajetoria da empresa também ¢ marcada por um histérico problematico no que se
refere ao uso indevido de dados e violagdo de privacidade, constantemente sendo alvo de
investigagdes e questionamentos por parte de o6rgaos judiciais e administrativos de diversos
paises envolvendo o Brasil (Bioni, 2019; Doneda, 2006; ANPD, 2024).

Um dos mais emblematicos que envolve diretamente a questao da perfilizagao ¢ caso
Cambridge Analytica, em 2018, que sera objeto de item proprio nesta pesquisa. Todavia

outros episodios uso indevido de dados foram registrados, ainda em 2018 foram recebidas
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dentincias de que o Facebook vinha coletando, de forma sistematica, registros de chamadas
telefonicas ¢ mensagens SMS de usudrios do aplicativo Messenger, especialmente em
dispositivos Android (BBC News Brasil, 2018).

A descoberta ocorreu quando usudrios, ao baixarem seus proprios arquivos de dados
armazenados pela plataforma, identificaram historicos detalhados de liga¢des (incluindo
numeros, duragdo, hordrios e nomes dos contatos) e mensagens de texto, abrangendo até
mesmo contatos que ja ndo estavam mais salvos em seus aparelhos. O caso ganhou grande
repercussdo internacional apos os relatos de usudrios e foi denunciada em 2018 (BBC News
Brasil, 2018).

Como justificativa empresa alegou que a coleta era autorizada pelos proprios usuarios
que consentiam com a pratica no momento da instalagdo dos aplicativos, através de
permissdes genéricas ¢ demasiadamente amplas, o Facebook alegou ainda que possuia um
legitimo interesse na coleta e que o objetivo seria aprimorar a experiéncia do usuario. Deste
episddio ndo ha registro de sangdes efetivamente aplicadas, entretanto o fato contribuiu para a
intensificacdo dos debates sobre politicas de privacidade e na forma de solicitagdo de
permissdes em aplicativo (Bioni, 2019; BBC News Brasil, 2018).

Além da internalizagdo de dados dos usuarios em suas bases de dados a empresa
também ja esteve no centro de discussdes sobre vazamento de dados. Em abril de 2021, foi
divulgado que dados pessoais de aproximadamente 533 milhdes de usuarios do Facebook,
provenientes de mais de 100 paises, incluindo o Brasil, haviam sido expostos em foruns
abertos da internet. Entre as informacdes vazadas estavam nomes completos, niumeros de
telefone, cidades de origem, profissdes, estados civis e, em alguns casos, obtidos por meio da
exploragdo de uma vulnerabilidade na funcionalidade de busca por contatos do Facebook que
permitiu a consulta publica, facilitando ataques de engenharia social e outras praticas ilicitas
(Lomas, 2018).

A recorréncia desses episodios demonstra a centralidade dos desafios éticos, juridicos
e sociais enfrentados pela empresa e reforca a necessidade de mecanismos regulatérios

robustos para garantir a protecao dos direitos de personalidade no contexto das redes sociais.
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4.3 Google e o legado do superavit comportamental

Ainda no cenario das big techs, o Google merece atencdao especial, por inaugurar a
economia de dados no modelo em que se conhece hoje (Zuboff, 2020). Shoshana Zuboft traca
o paralelo de que o Google estd para o capitalismo de vigilancia, tal qual a Ford e a General
Motors estdo para o capitalismo gerencial na producdo em massa, atribuindo a empresa o
pioneirismo por operar em uma nova logica de acumulagdo com leis de movimento proprias,
que ndo rompe com as leis capitalistas consagradas mas incorpora ao seus meios de producao
sistemas mas complexos baseados em inteligéncia de maquina, que culminou em um poder
(chamado pela autora de poder instrumentério) sem precedentes, que serviu como um alicerce
para o capitalismo de vigilancia (Zuboft, 2020, p.105).

Fundado nos anos noventa pelos estudantes de pos-graduagdo Larry Page e Sergey
Brin, da Universidade de Stanford, na Califérnia, Estados Unidos. O Google inicia como uma
pesquisa académica, que buscava desenvolver um motor de busca mais eficiente do que os
existentes na época, analisando a relevancia das paginas por meio dos backlinks** e nio
apenas pela contagem de palavras-chave™.

A empresa observou que cada busca realizada produzia recursos de dados colaterais
inéditos como o padrdo dos termos de busca, ortografia, pontuagdo, tempo de visualizagdo em
uma pagina, padrdes de cliques e localizagdo, que eram armazenados pela plataforma, mas a
principio ndo tinham uma destinacdo de uso, eram considerados apenas dados acidentais
(Zuboft, 2020. p.106).

A virada de chave acontece quando Amit Patel, também estudante da pds-graduagao
em Stanford, com especial interesse em mineragdo de dados, tem o insight de analisar esses
dados acidentais, acreditando que esses dados forneceriam sensor de comportamento que
alimentariam o sistema de aprendizagem dos mecanismos de busca permitindo a criacdo de
produtos inovadores como, verificagdo de ortografia, tradu¢do e reconhecimento de voz
(Zuboft, 2020, p.106).

Os dados que antes eram apenas um material residual, passaram a ser utilizado para

aperfeigoar o motor de busca do Google e eram reinvestidos na experiéncia dos usuarios para

34 Backlinks sdo links de entrada de outros sites para uma pagina da web, funcionando como referéncias que indicam
relevancia e autoridade para mecanismos de busca.

33 Palavras-chave sio termos compostos por uma ou mais palavras que resumem o tema principal de um contetdo, sendo
utilizados para otimizar o posicionamento em resultados de busca
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melhorar a rapidez, relevancia e precisdo dos resultados, formando um ciclo de reinvestimento
do valor comportamental (Zuboff, 2020).

Com esta pratica o Google conseguiu atingir um nivel de exceléncia na performance
do servico de mecanismo de busca, mas ainda nao era rentavel, as informacdes obtidas eram
reinvestidas na melhoria dos servigos, ndo havia uma troca econdmica, pre¢o ou lucro, ainda
ndo existia um produto a ser vendido, e consequentemente ndo havia a acumulagdo de capital.

Usuadrios e plataforma se relacionavam em um equilibrio de poder.

O fato de usudrios precisarem da busca quase tanto quanto a busca precisava
dos usudrios criava um equilibrio de poder entre o Google e seu publico. As
pessoas eram tratadas como fins em si, os sujeitos de um ndo mercado, um
ciclo contido em si proprio que se alinhava a perfeicdo com a missdo do
Google de “organizar a informag¢do do mundo, tornando-a universalmente
acessivel e util (Zuboff, 2020. p.113).

Com os altos investimentos e pouca receita gerada pelas startups, incluindo a Google,
em abril de 2000 acontece o estouro da chamada bolha das empresas ponto com. A economia
da internet entra em recessdo, com diversas startups antes tidas como promissoras entrando
em declinio. Em que pese a Google ainda ser considerada a melhor empresa entre as
ferramentas de busca, a pressao por lucro se intensifica, ndo bastava potencial, era necessario
mostrar resultados (Zuboff, 2020. p.113).

Diante deste senso de emergéncia por lucros, Google passaria a investir na
combina¢do entre buscas e anuncios, utilizando como vantagem competitiva uma matéria
prima ja extraida pela empresa a custo zero, os dados comportamento que eram coletados de
forma acidental e antes utilizados apenas para a otimiza¢do dos servigos. A partir dai este
Know How seria utilizado, além do aprimoramento dos servigos, para combinar anincios com
busca, a intensdo era gerar propagandas que fossem relevantes para os usuarios, direcionando
anuncios especificos para usudrios especificos, assim identificados com base nos dados

armazenados pelo mecanismo de busca da Google (Zuboff, 2020. p. 117).

Em outras palavras, o Google ndo faria mais mineragdo de dados
comportamentais estritamente para melhorar o servigo para seus usuarios, €
sim para ler as mentes destes a fim de combinar anlincios com seus
interesses, que, por sua vez, eram deduzidos dos vestigios colaterais do
comportamento on-line. Com o acesso exclusivo do Google aos dados
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comportamentais, seria possivel entdo saber o que um individuo especifico,
num tempo e espaco especificos, estava pensando, sentindo ¢ fazendo
(Zuboft, 2020, p. 122).

Ao utilizar os dados de comportamento para além da melhora de performance esses
dados seriam utilizados para melhorara a lucratividade do Google e de seus anunciantes. A
Google tinha mais dados comportamentais do que o necessario para servir aos usuarios. Este
além constituia um superavit, o superavit comportamental que possibilitaria o lucro constante
e exponencial exigido pelo mercado. Como resultado deste movimento, os antncios da
Google foram considerados mais eficazes do que a maioria das propagandas on-/ine da €época
(Zuboft, 2020. p. 118-120).

No lugar de cobrar pelo numero de visualizagdes dos anuncios a nova métrica de
precificagdo da Google passou a se basear em “taxas de cliques” que eram constantemente
aprimoradas e, portanto, mais eficazes em predi¢des, quanto melhores as predigdes maiores as
taxas de click, em pouco tempo os leildes automatizados da Google acumularam bilhdes e
mais tarde trilhdes de anunciantes.

Ap0s a descoberta deste novo modelo de negocio a partir da publicidade dirigida, a
Google continuou em expansao e em 2015 criou a holding Alphabet Inc. que passou a ser a
empresa controladora, mantendo o nome Google apenas para os produtos e servigos de buscas
€ anuncios.

Desde entdo a empresa passou a diversificar seus produtos, adquirindo empresas de
produtos informatizados para casa, solucdes de gerenciamento de anuncios, software de
buscas inteligentes e analise de dados, aplicativos de navegagao modvel (Waze) e dispositivos
de aplicativos fitness. A expansdo para diferentes seguimentos permite novas formas de
captagdo de dados em diversas camadas do comportamento humano (Cassino; Souza;
Silveira, 2021, p. 72 - 73)

Mais de duas décadas depois da descoberta que revolucionaria o mercado e
pavimentaria o capitalismo de vigilancia a Google, agora Alphabet se tornou um dos maiores
conglomerados de tecnologia do mundo, com capitalizagdo de mercado de 1,4 trilhdo de
dolares em fevereiro de 2021 se mantendo como uma das empresas mais influentes da

economia da informacgao.
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4.4 O capitalismo de vigilincia

No contexto do objeto deste trabalho a compreensao do capitalismo de vigilancia e da
datificagdo da vida sdo fundamentais para o entendimento do problema de pesquisa
apresentado. Tais institutos atuam de forma codependentes, como parte de uma estrutura, uma
engrenagem com diversos atores, na qual se incluem as redes sociais, e diversas ferramentas
necessarias ao seu funcionamento, na qual se inclui a perfilizagdo. Esses fendmenos
reconfiguram as dinamicas de poder e consequentemente abrem espago par outras formas de
violagao de direitos (Zuboff, 2019; Bioni, 2019).

A datificagdo da vida, ao transformar cada comportamento humano em dados
quantificaveis, cria a base essencial para a pratica da perfilizacdo. Essa ultima, por sua vez,
utiliza esses dados coletados para construir perfis detalhados dos usudrios, que sdo
fundamentais para alimentar os sistemas de predicdo e modulagdo comportamental
caracteristicos do capitalismo de vigilancia.

Assim, a perfilizagdo emerge como uma extensao natural e necessaria da datificacgdo,
pois € por meio dela que os dados ganham significado pratico e instrumental, permitindo que
as empresas antecipem comportamentos ¢ moldem mercados futuros. Essa conexdo evidencia
a interdependéncia entre os processos, reforcando que a datificagdo ndo ¢ um fim em si
mesma, mas um passo crucial para a geragdo de valor econdmico e controle social

Em primeiro plano, observa-se a pratica da datificagdo da vida, por meio da qual todo
comportamento humano ¢ registrado e transformado em superavit comportamental. Contudo,
essa dindmica, ndo se esgota em si mesma, sendo apenas uma das pecas de uma engrenagem
maior, qual seja o capitalismo de vigilancia.

Neste contexto a perfilizacdo € técnica praticada pelas redes sociais para a geragdao do
insumo que possibilita uma das finalidades do capitalismo de vigilancia, qual seja, a predicao,
possibilitando as empresas se antecipar, criar e prever mercados futuros, a partir do
monitoramento do comportamento humano. Nesse sentido, ¢ necessario considerar os
institutos de perfilizagcdo, datificacdo, modulacdo de comportamento e capitalismo de
vigilancia como camadas interdependentes, nas quais o tratamento de dados possui natureza
instrumental e ndo finalistica.

A compreensdo aprofundada dessas dindmicas ¢ fundamental para o problema central
do trabalho, que busca analisar a compatibilidade da pratica de perfilizagdao nas redes sociais

da Meta Platforms Inc. com os principios do livre desenvolvimento da personalidade e da
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autodeterminagdo informativa. Ao destacar como a datificacdo e a perfilizacdo operam como
mecanismos intrinsecamente ligados dentro do capitalismo de vigilancia, o estudo evidencia
as formas pelas quais esses processos impactam diretamente os direitos dos usuarios,
ampliando a reflexdo sobre os desafios regulatorios e as lacunas existentes na legislacdo
brasileira, especialmente no que tange a protecdo efetiva da autonomia dos individuos no
ambiente digital.

Silveira, Souza e Cassino, ao estudarem o colonialismo de dados, explicam que assim
como outras formas de extracdo, como o ouro e o petrdleo, que necessitavam de toda uma
estrutura para que pudessem operar, como plataformas de perfuracdo e maquinarios
apropriados, para que fossem possiveis a retiradas dos ativos, os dados demandam

infraestruturas tecnologicas como data centers, cookies*®, algoritmos?’

para coleta,
processamento e monetizagdo, assim o avango tecnoldgico foi a ponte que permitiu a
montagem dessa estrutura (Silveira; Souza; Cassino, 2021).

Zuboff (2021) considera o capitalismo de vigilancia como uma mutacdo do
capitalismo tradicional e desenvolve sua teoria sob a perspectiva de um modelo globalizado,
cujo funcionamento e estrutura ultrapassam fronteiras nacionais e integrando diferentes
regides do mundo em uma rede interconectada. Neste item conservaremos o entendimento de
que o capitalismo de vigilancia ¢ uma mutacao do capitalismo tradicional, entretanto do ponto
de vista geografico limitaremos a analise aos paises periféricos levando em consideracdo a
posi¢ao ocupada pelo Brasil.

Partindo dessa perspectiva, observa-se que, no caso brasileiro, a posi¢do periférica no
mercado global de dados reforca a vulnerabilidade estrutural dos usuarios e do proprio
Estado, que se veem dependentes de infraestruturas e logicas de negocios definidas por
grandes corporacoes estrangeiras (Silveira; Souza; Cassino, 2021). A exportacdo de dados e a
auséncia de soberania tecnologica agravam o cendrio de assimetria de poder e submissdo,

dando espaco para novas formas de colonizagdo, agora no ambiente digital.

36 Cookies sdo pequenos arquivos de texto criados por sites € armazenados no navegador do usuério durante a navegagio na
internet. Esses arquivos contém informagdes como preferéncias de navegacdo, dados de autenticagio ou itens adicionados a
um carrinho de compras, permitindo que o site reconhega o usuario em visitas futuras e mantenha determinadas
configuragdes ou sessdes ativas. O funcionamento dos cookies esta relacionado ao registro e a recuperacao dessas
informagdes pelo proprio site ou por terceiros, de acordo com as interagdes realizadas pelo usudrio ao acessar diferentes
paginas (G1, 2024)

37 Algoritmo pode ser definido como uma sequéncia finita de passos, logicamente ordenados, destinados a resolugdo de um
problema especifico. Cada passo do algoritmo corresponde a uma instrugdo clara e precisa, que deve ser executada de
forma sistematica até que se alcance o resultado desejado. No contexto da computagdo, os algoritmos sdo fundamentais
para o desenvolvimento de programas, pois estruturam o processamento das informagdes e orientam a execugdo das tarefas
pelas maquinas de maneira eficiente e previsivel (Ferrari, 2012).
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Antes de adentrarmos as discussdes, ¢ importante apresentar dois breves
esclarecimentos que contribuem para a precisdo conceitual do trabalho. O primeiro refere-se a
nomenclatura: embora o termo "capitalismo de vigilancia" seja frequentemente associado a
estudos sobre "economia de vigilancia", opta-se aqui por utilizar o primeiro por sua
especificidade. Enquanto "economia de vigilancia" pode abranger analises mais amplas e
difusas, o "capitalismo de vigilancia" destaca-se por abordar as estruturas de poder e as
dindmicas mercadoldgicas centrais ao objeto desta pesquisa.

O segundo esclarecimento diz respeito a relagdo entre capitalismo de vigilancia e
tecnologia. Apesar da conexdo intrinseca entre ambos, ¢ fundamental notar que ndo se
confundem. Como destaca Zuboff (2019, p. 32): “O capitalismo de vigilancia ndo ¢
tecnologia; ¢ uma légica que permeia a tecnologia e a direciona numa acdo. O capitalismo de
vigilancia ¢ uma forma de mercado que ¢ inimaginavel fora do meio digital, mas ndo ¢ a
mesma coisa que ‘digital’”.

A partir desse entendimento, compreende-se que o capitalismo de vigilancia
representa uma nova ordem econdmica, na qual a experiéncia humana ¢ transformada em
matéria-prima para praticas de extragdo, predi¢ao e comercializagdo de comportamentos. O
pioneirismo desse modelo ¢ atribuido ao Google, cuja atuagdo vai além da simples coleta de
dados, englobando a criacdo de mercados futuros baseados na antecipa¢ao e modulacio de
agOes humanas.

Diferentemente do capitalismo tradicional, em que o poder reside no dominio dos
meios de produgdo, o capitalismo de vigilancia exerce seu poder por meio do chamado poder
instrumentario. Trata-se de uma forma de influéncia que opera através de instrumentos
tecnologicos, algoritmos, sistemas automatizados e arquitetura digital, capazes de modular
decisdes, preferéncias e agcdes de individuos ou grupos. Nao ha coercdo fisica direta, mas sim
intervengdes sutis e continuas, que influenciam comportamentos e subjetividades de maneira
instrumental, tornando a modulagdo comportamental o principal resultado almejado nesse
novo paradigma.

Zuboff (2019) nomeia de poder instrumentario, como uma forma de poder que atua
por meio de instrumentos tecnoldgicos para moldar humano, suas decisdes e até mesmo
subjetividade humana, entretanto o na forma instrumentaria, ndo ha coercao fisica, mas sim
uma capacidade de moldar decisdes, preferéncias e acdes por meio de sistemas
automatizados, algoritmos e arquitetura digital, que conseguem influenciar os individuos, ndo

ha coer¢do direta, mas sim intervengdes sutis, capazes de influenciar uma determinada pessoa,
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ou grupo de pessoas, a fazerem ou ndo algo, o poder instrumentério ¢ entdo a finalidade, o

resultado que se deseja no capitalismo de vigilancia.

O poder instrumentario conhece ¢ molda o comportamento humano em prol
das finalidades de terceiros. Em vez de armamentos e exércitos, ele faz valer
sua vontade através do meio automatizado de uma arquitetura computacional
cada vez mais ubiqua composta de dispositivos, coisas e espagos
“inteligentes” conectados em rede (Zuboff, 2019, p. 23)

Ja os meios de modificagdo comportamental sdo os mecanismos ¢ técnicas utilizados
para esta finalidade, além das estratégias utilizadas, tais como: sistemas de recomendagao,
personalizacao de conteudo, designers persuasivos, € nessas técnicas, se inclui a perfilizagao,
técnica que permite a geracdo do insumo necessario a atuacdo de um meio de modificagao
comportamental, a perfilizagdo funciona entdo como o roteiro que ird orientar os meios de
modificagao.

Percebe se entdo que os meios de modificagio comportamental estdo para o
capitalismo de vigilancia tal qual os meios de producdo estavam para o capitalismo
tradicional, e em ambos, tais instrumentos de dominios, sdo centralizados por um pequeno
grupo, desta vez representados pelas empresas de tecnologia, as chamadas big fechs.
Aprofundaremos a discussdo sobre esta concentragdo de poder no item 5.2 dedicado a analise
do colonialismo de dados e 0 monopdlio GAFAM.

Todavia tal relacdo se desenvolve de forma assimétrica, como uma via de mao unica,
em que o Brasil exporta um grande volume de dados, sem que haja algum retorno econémico
e/ou tecnologico para o pais (Cassino; Souza; Silveira, 2021). Como resultado, forma-se entre
os paises (Brasil x Estados Unidos) uma espécie de neocolonialismo, caracterizado pela
continuidade das relagdes de dominagdo e exploracdo de paises ricos (principalmente os

industrializados) e paises mais pobres ou em desenvolvimento (Faustino; Lippold, 2023).

Transformar vidas em commodities e controla-las por meio da vigilancia ndo ¢é
algo novo na histéria da humanidade e ja vem sendo discutido por autoras
como Simone Browne. No entanto, ¢ importante notar que, diferentemente do
colonialismo histérico, o colonialismo de dados ndo precisa utilizar a
violéncia fisica para se apropriar dos diversos aspectos da vida humana, pois
pode operar "por meios distintos de forga para se certificar que ha colaboragio
dos sistemas emaranhados de extragdo da vida didria (Machado, 2021, p. 53).
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Nesse contexto, a dindmica global de circulagdo de dados evidéncia ndo apenas
desigualdades econdmicas e tecnoldgicas, mas também aprofunda dependéncias estruturais
entre paises centrais e periféricos. A centralizagdo do controle sobre os fluxos informacionais
por parte das grandes corporagdes tecnoldgicas reforca a posicdo de vulnerabilidade dos
paises em desenvolvimento, como o Brasil, e limita sua capacidade de participacdo ativa e
auténoma na economia digital.

O capitalismo de vigilancia estrutura-se em trés pilares principais: (i) A coleta
massiva de dados e criagdo de perfis comportamentais, (i) A manipula¢do algoritmica e
modula¢do do comportamento, e (iii) A normalizagdo da vigilancia com auséncia de
transparéncia regulatoria. Esse modelo ndo apenas redefine as dindmicas do mercado, mas

também impoe desafios inéditos a democracia, a privacidade e aos direitos fundamentais.

4.4.1 Capitalismo de vigilancia e o livre desenvolvimento da personalidade

O ser humano esta em constante relagcdo de influéncia reciproca com tudo aquilo com
que interage, sejam pessoas ou objetos. No ambiente digital, essa dindmica se mantém, mas
com a presenca de um novo agente: o algoritmo. Esse sistema de processamento de dados
utiliza uma vasta gama de informagdes sobre o usuario para determinar como as plataformas
digitais irdo se comportar, quais contetidos serdo apresentados e quais permanecerao ocultos.

O livre desenvolvimento da personalidade abrange tanto a protecdo da integridade
pessoal quanto a garantia de liberdade geral de acdo, dimensdes que podem ser violadas
quando o poder de decisdo sobre a propria vida ¢ transferido para sistemas algoritmicos ja que
o tratamento automatizado de dados pessoais, especialmente em larga escala, tem o potencial
de gerar externalidades negativas, como autocensura, customizacdo comportamental, que
limitam a liberdade de ser e agir conforme a propria vontade.

Para que o livre desenvolvimento da personalidade ocorra de maneira plena o
individuo deve sofrer o minimo de intervencao possivel em suas ag¢des. Por esse motivo,
entendemos aqui neste trabalho que os meios de modifica¢do comportamental, com o nivel de
opacidade em que sdo empregados nas redes sociais e somados as lacunas referentes aos
limites de privacidade, ¢ o que faz com que a técnica de Profiling seja incompativel com o
principio do livre desenvolvimento, devido ao seu potencial de interferir na percepgao critica

dos usuarios ao ponto de influenciar seu comportamento.
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Desta forma, os algoritmos de perfilizagdo atuam como o mediador de nossas escolhas
e percepgdes, ocupando a figura de um terceiro, na constru¢do da identidade narrativa, se
antes a narrativa era construida por um “eu” e um “outro” (Ricoeur; 1991) agora o didlogo
destas partes passa a ser mediado por um terceiro ator, que escolhe quais informagdes e em
qual quantidade acontecera este contato.

E nesse contexto que surge o fendmeno conhecido como filtro bolha, resultado da
filtragem algoritmica da informagdo, pelo qual os usuarios passam a acessar contetidos cada
vez mais personalizados, baseados em suas preferéncias e comportamentos anteriores, ao
mesmo tempo em que t€m o acesso a informagdes divergentes restringido (Santana; Neves
2022).

Os filtros bolha constituem mecanismos algoritmicos implementados por plataformas
digitais que, ao personalizarem o contetdo exibido a partir dos dados e preferéncias dos
usudrios, acabam restringindo o acesso a informagdes divergentes e reforcando visdes de
mundo j& existentes. Esse processo fragmenta o fluxo informacional, criando ambientes
personalizados nos quais o individuo ¢ exposto predominantemente a conteidos que
confirmam suas crengas, dificultando o contato com perspectivas alternativas e contribuindo
para a polarizacdo e a desinformag@o no ambiente digital (Silva; Silva, 2024, p. 5).

Como discutem Santana e Neves (2022), essa modulacao algoritmica gera ambientes
informacionais controlados, nos quais o fluxo de informagdes ¢ direcionado de acordo com
propositos especificos das plataformas, o meio de modificacdo comportamental escolhido e
empregado de acordo com a finalidade pretendida, em uma manobra estruturada para
interesse de terceiros (Zuboff, 2019: Santana ¢ Neves, 2022).

A articulag@o entre a teoria do capitalismo de vigilancia, de Shoshana Zuboff, e a
filosofia da identidade de Paul Ricoeur permite compreender como a perfilizacdo impacta a
formagdo da subjetividade contemporanea no ambiente digital. Zuboff demonstra que o
capitalismo de vigilancia expropria ndo apenas dados, mas também a capacidade de os
individuos construirem narrativas proprias sobre si mesmos, ao substituir a autodeterminagao
por modelos preditivos e influéncias comportamentais. Nesse contexto, a identidade deixa de
ser o resultado de uma vida examinada, reflexiva e dialogica, para se tornar objeto de
manipulacdo externa.

Essa articulacdo teorica dialoga diretamente com o objeto da pesquisa ao evidenciar
que a perfilizacdo ndo apenas recolhe dados, mas interfere na constru¢ao da identidade

narrativa dos usudrios, comprometendo sua capacidade de autodetermina¢do e livre
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desenvolvimento da personalidade. A relevancia pratica dessas discussdes reside na
necessidade de avaliar criticamente as praticas das redes sociais da Meta Platforms Inc.,
considerando seus efeitos concretos sobre os direitos fundamentais previstos na LGPD.

Ao integrar essas perspectivas, o trabalho contribui para a formulagdo de propostas
regulatorias que busquem equilibrar inovacdo tecnologica e protecdo dos direitos individuais e
coletivos, destacando a urgéncia de mecanismos que promovam transparéncia, controle e
participag@o dos usudrios no ambiente digital

Paul Ricoeur, em sua obra O Si-mesmo como Outro, propde que a identidade narrativa
¢ fundamental para a constituicdo do sujeito, pois integra experiéncias, memaorias e projetos
futuros em uma histdria coerente de si mesmo. A narrativa de si ndo ¢ apenas uma ferramenta
estética, mas sobretudo ética, pois permite ao individuo avaliar suas ac¢des e relagdes com os
outros, mantendo a promessa como atestacdo de si mesmo. Quando a narrativa pessoal ¢
substituida por constructos algoritmicos, o sujeito perde a capacidade de se reconhecer em sua
propria historia, comprometendo a integridade e a autonomia moral.

A analise conjunta dessas abordagens revela uma tensdo entre a ldgica instrumental do
capitalismo de vigilancia, que objetifica o individuo como fonte de dados, e a perspectiva
hermenéutica de Ricoeur, que valoriza a narrativa como elemento constitutivo da
identidade. Esse cruzamento tedrico aponta para a necessidade de proteger a identidade
narrativa dos individuos, garantindo que o livre desenvolvimento da personalidade ndo seja
subordinado aos imperativos econdomicos das plataformas digitais.

Ao analisar os fundamentos econdmicos, tecnoldgicos e sociais que sustentam a
economia de dados e o capitalismo de vigilancia, bem como os impactos concretos da pratica
de profiling, especialmente nas redes sociais da Meta Platforms Inc., evidencia-se a
complexidade e a profundidade dos desafios impostos a sociedade contemporanea.

Tais desafios extrapolam a esfera individual, atingindo dimensdes coletivas e
institucionais. Diante desse cenario, torna-se imprescindivel avangar a discussdo para os

desafios juridicos e regulatorios que emergem da consolidagdo dessas praticas.
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5 DESAFIOS GLOBAIS E PERSPECTIVAS REGULATORIAS DO PROFILING
EM REDES SOCIAIS

Ao longo do trabalho foram feitos alguns levantamentos teéricos para demonstrar o
potencial de manipulacdo do profiling e de como isto pode ser nocivo ao livre
desenvolvimento da personalidade. Nesta se¢do a pesquisa traz o caso da Cambridge
Analytica, como um exemplo paradigmatico amplamente estudado pela doutrina nacional e
internacional para discutir a manipulagdo do comportamento em massa através das redes

sociais.

5.1 O caso Cambridge Analytica

Fundada em 2013, a Cambridge Analytica se apresentava no mercado como uma
empresa de consultoria politica especializada em gestdo de campanhas eleitorais globais,
analise de dados, segmentacao de audiéncia e comunicagdo estratégica baseada em ciéncia de
dados (Silva, 2024).

A atuacao da empresa se dava através dos servigos de coleta, cruzamento e analise de
dados de diversas fontes digitais (como Facebook, Google, Twitter, Instagram e WhatsApp),
extraindo as informacdes destes perfiz com o objetivo de criar perfis psicoldgicos detalhados
de eleitores e, a partir disso, direcionar campanhas politicas personalizadas (Silva, 2024).

A empresa ganhou notoriedade durante a elei¢ao presidencial dos Estados Unidos em
2016, quando foi contratada para atuar na campanha do entdo candidato Donald Trump, do
Partido Republicano, que concorria com a candidata do partido Democrata, Hillary Clinton. O
objetivo da empresa era utilizar técnicas avangadas de andlise de dados e microtargeting®®
para influenciar o comportamento dos eleitores indecisos de segmentos especificos da
populacdo e consequentemente promover o candidato republicano (Silva, 2024).

A Meta Platforms Inc., foi peca central do episdédio, pois foi a partir de suas

plataformas que a Cambridge Analytica obteve acesso indevido aos dados pessoais de cerca

BMicrotargeting € uma técnica de comunicagio que utiliza o cruzamento de grandes volumes de dados pessoais para
identificar e segmentar grupos especificos de individuos, permitindo o direcionamento de mensagens personalizadas com
alto grau de precisdo. Essa abordagem se diferencia da comunica¢do de massa ao priorizar a qualidade da segmentagdo em
vez da quantidade de pessoas atingidas.
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de 87 milhdes de usudrios em diversos paises, incluindo o Brasil. A coleta foi viabilizada por
meio do aplicativo “thisisyour digital life”, desenvolvido pelo pesquisador Aleksandr Kogan,
que se apresentava aos usuarios como um servi¢o de testes de personalidade com base na
técnica OCEAN score®®, desenvolvida na década de 1980 que classifica a personalidade
humana em cinco grandes dimensdes fundamentais (Silva, 2024).

A técnica OCEAN score, originalmente desenvolvida e validada no campo da
psicologia para mensuragdo de personalidade em cinco grandes tragos/categorias, sendo elas:
(1) Abertura; (i1) Conscienciosidade; (iii) Extroversao; (iv) Amabilidade e (v) Neuroticismo. A
estratégia da empresa consistia em adaptar a OCEAN score para fins politicos, utilizando os
perfis universais definidos para criar estratégias que pudessem influenciar eleitores indecisos
a votar no candidato do partido republicano, Donal Trump, utilizando as redes sociais da
empresa Meta como meio para a obtencdo de respostas (Aguiar, 2021; Santos, 2025; Ayres
Pinto; Moraes, 2020).

A empresa coletou dados psicométricos e comportamentais de usuarios do Facebook,
correlacionando respostas a questiondrios com atividades na plataforma, como curtidas,
compartilhamentos e intera¢des. E a partir da inferéncia de informagdes construiu os perfis
psicograficos*® detalhados, que possibilitaram a segmentacdo do eleitorado em grupos com
motivacdes, valores e vulnerabilidades distintas (Aguiar, 2021; Santos, 2025; Ayres Pinto;
Moraes, 2020).

A partir dessa segmentacdo, algoritmos direcionavam mensagens politicas
personalizadas, ajustadas ao perfil psicolégico de cada grupo, intensificando o potencial
persuasivo das campanhas e otimizando a influéncia sobre o comportamento eleitoral ao
permitir um direcionamento do conteudo eleitoral de forma altamente personalizada. Ao
aceitar participar, os usuarios autorizavam o acesso nao so aos proprios dados, mas também
aos dados de seus amigos na rede, sem o devido consentimento destes. (Aguiar, 2021; Santos,

2025; Ayres Pinto; Moraes, 2020).

3 0 OCEAN score, também conhecido como modelo dos Cinco Grandes Fatores de Personalidade (Big Five), € uma técnica
psicométrica amplamente reconhecida e validada internacionalmente para avaliacdo da personalidade humana. O modelo
foi desenvolvido por Paul Costa e Robert McCrae no Nationallnstitutesof Health (NIH), nos Estados Unidos, a partir da
década de 1980, e avalia cinco dimensdes fundamentais: abertura a experiéncias, conscienciosidade, extroversao,
amabilidade e neuroticismo. Normalmente a técnica € utilizada principalmente para avaliar tragos de personalidade em
contextos de psicologia organizacional, por exemplo, nas areas de recursos humanos e recrutamento e selecéo de
candidatos.

40 Perfis psicograficos sdo descrigdes detalhadas que buscam compreender os aspectos comportamentais e psicologicos de um
grupo de individuos, indo além de caracteristicas demograficas tradicionais como idade, género ou renda. Esses perfis sdo
construidos a partir de elementos como interesses, valores, atitudes, estilo de vida, personalidade e motivagdes, permitindo
identificar ndo apenas quem séo os individuos, mas principalmente por que eles agem de determinada maneira.
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Embora o Facebook alegasse desconhecimento sobre o uso indevido dos dados,
investigagdes posteriores apontaram falhas graves em suas politicas de privacidade e
fiscalizacdo, culminando em processos judiciais e acordos bilionarios para reparacao dos
danos (Fornasier; Beck, 2020; Silva, 2024)

A estratégia foi considerada bem-sucedida do ponto de vista da campanha, pois Trump
saiu vitorioso nas elei¢des, mas ndo ha consenso académico sobre o grau exato de impacto da
Cambridge Analytica no desempenho eleitoral de Donald Trump, mas relatorio internos da
empresa a estratégia utilizada gerou um aumento médio de 3% na favorabilidade de Trump e
aumentaram em 2% o numero de votos por correspondéncia em publicos-alvo estratégicos.
(Cadwalladr; Graham-Harrison, 2018).

Apesar da auséncia de dados precisos sobre a extensao do impacto do caso Cambridge
Analytica nas elei¢des de diferentes paises, o episddio tornou-se um paradigma global sobre
os riscos associados a exploragdo politica de dados pessoais em plataformas digitais. O
escandalo levantou questionamentos profundos sobre a eficacia dos mecanismos de protecao
de dados e a integridade dos processos democraticos, sendo amplamente repercutido por
veiculos internacionais e nacionais de prestigio, como The Guardian, The New York Times,
BBC News e Folha de S. Paulo (Cadwalladr, 2018; Rosenberg; Confessore; Cadwalladr,
2018; BBC News, 2018; Folha de S. Paulo, 2018).

A andlise do caso Cambridge Analytica revela, de forma concreta, como a
manipulacdo algoritmica e a extracdo massiva de dados impactam diretamente direitos
fundamentais, como a autodeterminag¢do informativa e o livre desenvolvimento da
personalidade, temas centrais do objeto desta pesquisa.

O episédio evidencia a necessidade de regulagdo mais robusta e transparente, pois
demonstra que a auséncia de mecanismos eficazes de controle e fiscalizagdo pode resultar em
violacdes substanciais a privacidade, a liberdade de escolha e a integridade das institui¢des
democraticas. Assim, o0 caso serve como um alerta para a urgéncia de aprimorar o arcabouco
normativo brasileiro, especialmente no que se refere a prote¢do dos usuarios frente ao poder
das plataformas digitais (Zuboff, 2019; Silva, 2024; Cassino; Souza; Silveira, 2021).

Esse episodio serve, portanto, como ponto de inflexdo para a compreensdo de um
fendmeno mais amplo e estrutural: o colonialismo de dados. Ao transpor a logica de
apropriacdo e controle de recursos para o ambiente digital, as big techs consolidam novas

formas de dominagao e dependéncia, aprofundando desigualdades e colocando em xeque a
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soberania informacional de paises e populacdes inteiras (Cassino; Souza; Silveira, 2021;
Zuboff, 2019).

Diante desse cenario, o caso Cambridge Analytica reafirma a centralidade do debate
sobre protecao de dados e soberania informacional, destacando a necessidade de politicas
publicas e regulacdes que garantam ndo apenas a protecdo individual, mas também a
autonomia coletiva frente ao poder das grandes corporacdes digitais (Cassino; Souza; Silveira,
2021; Zuboft, 2019).

Diante disso, ¢ possivel extrair algumas li¢des relevantes a luz dos fundamentos
juridicos e tedricos desta pesquisa. A analise do caso Cambridge Analytica revela, de forma
paradigmatica, as limitagdes do consentimento como fundamento legitimo para o tratamento
de dados pessoais em plataformas digitais. Ainda que os usudrios tenham formalmente
autorizado o uso de suas informacgdes, o contexto técnico assimétrico e a opacidade dos
mecanismos de coleta impediram uma compreensao plena sobre os reais fins do tratamento.

Tal episodio reforca a tese de que a autodeterminacdo informativa e o livre
desenvolvimento da personalidade ndo podem ser efetivamente garantidos por modelos de
autorregulacdo centrados exclusivamente na vontade individual. Além disso, ao capturar e
explorar tragos comportamentais para manipulagdo politica, a pratica de profiling interfere
diretamente na constru¢ao da identidade, violando sua autonomia subjetiva e reconfigurando
seus percursos identitarios.

O escandalo exp0s, assim, a necessidade de estruturas regulatdrias robustas, capazes
de impor limites ao uso massivo e opaco de dados pessoais e de assegurar, de fato, a soberania
informacional dos usudrios. Nesse sentido, o caso serve como alerta para o ordenamento
juridico brasileiro, especialmente quanto a interpretacdo e aplicagcdo dos principios da LGPD

diante de um ambiente de constante datificacao.

5.2 Colonialismo de dados e 0 monopdlio GAFAM

A ideia desta pesquisa € estudar o instituto da perfilizagdo a luz do direito fundamental
do livre desenvolvimento. Entretanto o trabalho visa posicionar a perfilizagdo como parte de
uma engrenagem maior, o capitalismo de vigilancia, com suas implicagdes sob o direito do
livre desenvolvimento. Conforme ja abordado por este trabalho, tal qual o capitalismo
tradicional, o capitalismo de vigilancia concentra seu poder, agora instrumentario, em um

pequeno grupo de big techs.
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Neste item a pesquisa visa apresentar os atores desta nova forma de colonialismo, qual
seja, o anacronico GAFAM, formado por: Google, Apple, Facebook, Amazon ¢ Microsoft.
Utilizaremos o conceito de colonialismo digital do especialista em ciberseguranga e estudioso

do assunto, Rodolfo Avelino, que define o instituto como:

O colonialismo digital consiste na pratica de aprisionamento tecnoldgico no
ecossistema digital de dispositivos eletronicos, protocolos de rede,
linguagens de maquina e programacdo. Esse ecossistema ¢ a via que permite
a internet realizar a comunicacdo, a transferéncia ¢ o processamento de
dados pessoais, sistemas e servigos (Avelino, 2021, p. 73).

O capitalismo e o colonialismo mantém uma relacdo estrutural e historica de
interdependéncia. O colonialismo operou como mecanismo de expansdo do capitalismo,
proporcionando acesso a recursos naturais, mao de obra barata e novos mercados para as
metropoles europeias. O colonialismo ndo foi um estagio pré- capitalista, mas uma ferramenta
ativa de sustentagdo do capitalismo, garantindo fluxo continuo de excedentes das colonias
para as economias centrais (Avelino, 2021).

O colonialismo de dados emerge como um paradigma contemporaneo, transpondo a
logica colonial para o ambito digital cujo pilares so:

e Apropriacio de recursos intangiveis: Dados pessoais substituem recursos naturais

como matéria-prima, extraidos massivamente por corporagoes e Estados.

e Infraestrutura de extragdo: Plataformas digitais e algoritmos atuam como "novos
territorios colonizados", onde interagdes humanas sdo monitoradas, quantificadas e
mercantilizadas.

e Hierarquias reprodutoras de poder: Assim como o colonialismo histdrico criou
divisdes raciais, o colonialismo de dados gera assimetrias entre detentores de

tecnologia (EUA, China) e populagdes "datificadas".

Ocorre que neste novo modo de apropriagdo, ao invés de territorios fisicos as grandes
empresas buscam colonizar territorios digitais, € com o monopodlio dessas tecnologias tais
empresas conseguem explorar territorios em todo o mundo, porém concentrando poder e
recursos em um unico pais, os Estados Unidos (Avelino, 2021, p. 74).

Paises como a China e Coreia do Sul tem se atentado para a importancia dos dados
como recurso politico de soberania e autonomia tecnoldgica, passando a investir internamente

em politicas de soberania digital e restringindo o acesso de adversarios a tecnologias
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sensiveis. A China, por exemplo, tem se destacado no avango de tecnologias de Inteligéncia
artificial, liderando por exemplo em areas estratégicas de tecnologias como criptomoedas,
pequenos drones, comércio eletronico, fabricacdo de dispositivos moéveis, reconhecimento
facial (Accioly Filho, 2025).

Todavia, a tentativa de romper com a dependéncia tecnoldgica em relagdo aos EUA
tem gerado tensodes politicas e econdmicas estre os paises. Os EUA tentam frear a ascensao
tecnologica chinesa através de barreiras tarifarias a industria chinesa, que por sua vez
responde com restricdes a exportacdo de minérios criticos necessarios a cadeia de produgao.
Alguns estudos inclusive ja consideram que no que tange a datifica¢do, ndo se pode mais falar
em um unico polo de concentragdo de poder, mas sim dois, compostos por china e EUA.
Contudo nao adentraremos nesta discussdo, limitando a discutir apenas o acumulo das
empresas norte americanas, que dominaram o mercado com exclusividade nas ultimas
décadas (Avelino, 2021, p. 76)

A partir da Clipula Mundial da Sociedade da Informacdo de 2005, evento que reuniu
governos, entidades empresariais e sociedade civil para discutir aspectos técnicos, politicos e
sociais da rede mundial de computadores, verificou se, com base na teoria do professor de
direito Yochai Benker que a rede de computadores opera com base em trés camadas: (i)
Infraestrutura das telecomunicagoes; (ii) Padrdes e servicos técnicos da internet; (iii) Padroes
de conteudos e aplicativos.

Em cada uma dessas camadas ¢ possivel se extrair dados e metadados utilizados como
diferenciais competitivos na economia informacional, onde as big techs mencionadas neste
item tém se posicionado de forma incisiva em pontos estratégicos desta infraestrutura
(Avelino, 2021, p.80).

Iniciando pela infraestrutura fisica, que garante a comunicacdo entre paises e
continentes, que por muitos anos eram gerenciados quase que exclusivamente por empresas
de telecomunicagdes. Entretanto, no Brasil, a Google e o Facebook instalaram cabos opticos
na faixa litoranea de estados mais estratégicos do pais (Cassino, Souza, Silveira, 2021).

O Facebook, com infraestrutura de dados no Rio de Janeiro e Praia Grande, litoral de
Sao Paulo e 0 Google em fortaleza, Santos e Rio de Janeiro, além de mais de 90 pontos de
internet e mais de 100 instala¢des de interconexao em todo o mundo. A Amazon também vem
se posicionando na prestacdo de servicos de provedor de internet através do projeto Kuiper,
que oferece internet residencial via satélite, com planejamento de implantar um total de 3.236

satélites para expandir o acesso global a internet.
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Ao construir infraestruturas proprias, empresas como a Meta buscam garantir
desempenho e seguranca para seus servicos, mas também consolidam uma posicao
privilegiada no tratamento do trafego de dados. No entanto, essa estratégia colide com o
principio da neutralidade da rede, consagrado no Artigo 9° do Marco Civil da Internet
brasileiro, que exige o tratamento isonomico de todos os pacotes de dados,
independentemente de origem, destino ou servi¢o. Projetos similares como o Free Basics,
foram banidos na India por violar o principio da neutralidade da rede.

No Brasil, o Free Basics foi anunciado como uma alternativa para ampliar o acesso a
internet em regides com baixa conectividade, especialmente no Norte do pais, onde o custo do
acesso ainda ¢ uma barreira significativa para grande parte da popula¢do. No entanto, ao
contrario da India, o Free Basics ndo foi proibido no Brasil, embora tenha enfrentado
resisténcia e debate quanto a sua adequagao ao Marco Civil da Internet e a legislagdo nacional
sobre neutralidade da rede.

Apesar da auséncia de uma proibi¢do formal, como ocorreu na India, o projeto néo
prosperou no Brasil devido a pressao regulatoria, ao debate publico sobre a limitacdo de
conteidos e ao receio de favorecer monopolios digitais.Vale lembrar que, caso o
Facebook/Meta passasse a oferecer diretamente um servico de acesso a internet, estaria
acumulando, para fins do Marco Civil da Internet, as fungdes de provedor de conexdo,
normalmente exercida por operadoras de telecomunicagdes, ¢ de provedor de aplicagdes de
internet, como ja atua por meio das redes sociais que administra.

Essa sobreposi¢ao funcional, embora nao expressamente vedada, poderia acarretar
riscos regulatérios, uma vez que contraria a légica da separagdo de papéis, podendo
comprometer principios como a neutralidade da rede e acentuar praticas anticoncorrenciais
por meio da priorizagdo de seus proprios servigos.*!.

A neutralidade da rede ¢ um principio fundamental para garantir que todos os dados na
internet sejam tratados de forma igualitaria, independentemente de sua origem, destino,
conteudo ou aplicagdo. Isso significa que provedores de internet ndo podem bloquear, acelerar
ou desacelerar o acesso a determinados sites ou servigos, nem criar “vias rapidas” para

empresas que possam pagar por esse privilégio. A neutralidade da rede visa proteger a

41 Art. 5° Para os efeitos desta Lei, considera-se:

V - Conexio a internet: a habilitagdo de um terminal para envio e recebimento de pacotes de dados pela internet, mediante a
atribuigdo ou autentica¢do de um enderego IP;

VII - Aplicagdes de internet: o conjunto de funcionalidades que podem ser acessadas por meio de um terminal conectado a
internet;
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liberdade de expressdo, promover a inovagdo e garantir a livre concorréncia, evitando que
grandes empresas monopolizem o acesso a informagdo e limitem o surgimento de novos
negdcios e ideias online.

Nesse contexto, ¢ importante observar que o dominio das big tfechs nao se limita a
infraestrutura de rede, mas se estende também ao controle sobre softwares essenciais e
servicos estratégicos, impactando diretamente outros setores-chave do ecossistema digital
(Avelino, 2021). A Microsoft, por exemplo, lidera o segmento de suites de escritdrio,
monopolizando as méaquinas com seu sistema operacional e aplicativos de escritdrio, Office
(Avelino, 2021, p. 76).

Migrando para a parte de educacdo, em 2020 o grupo de pesquisa intitulado
Observatorio Educagdo Vigiada, realizou um estudo de mapeamento da relacdo das
instituigdes publicas brasileiras de educacao com os servigos ofertados de tecnologia ofertado
pelas grandes empresas estrangeiras. O estudo teve como objeto o capitalismo de vigilancia
nas institui¢des de nivel superior e demonstrou que todas as universidades federais brasileiras
possuem vinculo com as gigantes do vale do silicio e 44 das 68 instituigdes possuem contrato
com as empresas do GAFAM, em especial Google e/ou Microsoft (Cruz; Saraiva; Amiel,
2019; Mian, 2021, p. 126).

Esse movimento de concentragdo de poder evidéncia como as big fechs expandem sua
influéncia para além da infraestrutura basica da internet, consolidando posi¢des dominantes
também no fornecimento de softwares e solu¢des digitais indispensaveis ao funcionamento de
instituigdes publicas e privadas. O controle sobre sistemas operacionais, suites de escritorio e
plataformas educacionais reforca a dependéncia tecnoldgica e amplia o alcance dessas
corporacdes sobre dados sensiveis e estratégicos, criando desafios para a autonomia nacional
e a protecao de dados no ambiente digital (Avelino, 2021; Cruz; Saraiva; Amiel, 2019; Mian,
2021).

A partir dos numeros encontrados, o Observatério Educacdo Vigiada tece a critica
sobre a relagcdo de assimetria informacional e o potencial de violagdo de privacidade, visto que
os softwares sao disponibilizados de forma gratuita, em troca da coleta, tratamento, utilizagao
e comercializagdo dos dados comportamentais dos usudrios, incluindo aqui alunos e
professores, além dos dados de pesquisa institucional e a propria comunicagdo interna das
instituigdes (Cruz; Saraiva; Amiel, 2019; Observatorio Educacao Vigiada, [2025]).

Ao terceirizarem servigos essenciais para empresas estrangeiras, as institui¢des de

ensino superior expdem nao apenas dados académicos, mas também informacgdes sensiveis de
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toda a comunidade universitaria, ampliando os riscos de explora¢do econdmica e de perda de
autonomia sobre o conhecimento produzido localmente. Essa logica de dependéncia
tecnologica e exploragdo de dados nao se limita ao setor educacional, mas se estende de
maneira transversal a outros campos estratégicos, como a saude, (Cruz; Saraiva; Amiel, 2019;
Avelino, 2021)

Mariella Batarra Mian (2021, p. 136), doutoranda e mestra em ciéncias Humanas e
Sociais pela universidade federal do ABC, aborda o tema em seu artigo , Universidades
Federais Brasileiras a servigo da Logica Colonial de Explorag¢do de Dados e ressalta os
cortes orcamentarios a partir de 2016 como um dos motivos que colaboram para o aceite das
universidades em contratar estes servigos, visto que ndo hé necessidade de remuneragdo
direta, que em tese geraria uma economia a instituicao.

Entretanto, Mian (2021, p. 136) analisa que em tempos de capitalismo de vigilancia e
colonialismo de dados a adesdo a esta pratica pode causar exatamente o efeito contrario ao
desejado, pelo que chamou de mito do custo-beneficio pois, na pratica, as instituigdes se
tornam locais de exploragdo pelas big techs GAFAM, gerando informagdes de alto valor a um
baixo custo.

J& a jornalista e cientista social Joyce Souza (2021) analisou o colonialismo de dados
no contexto da satude brasileira, em especial para fins de treinamento de ferramentais de IA no
periodo pds pandémico. A autora observou que aumentaram as iniciativas estatais que
possibilitassem atendimento, acompanhamento e marcagdo de consultas online, garantindo o
distanciamento social necessario a época. Contudo, ao analisar os portais do Ministério da
Satude e das secretarias de satde de estados e municipios, apontou que nao ha informagdes
consolidadas sobre como tais aplicativos operam, seus atores e as finalidades especificas de
cada um.

Souza traz o alerta sobre o valor dos dados de saude e as possibilidades da perfilizagao
de perfiz de saude para fins discriminatdrios que ja tém sido praticadas. Nas palavras da

autora:

Nos Estados Unidos, por exemplo, empresas estavam reunindo milhdes de
registros de receitas farmac€uticas e vendendo-as para as seguradoras
responsaveis pela comercializagdo de planos de satde. Com essas
informagdes em posse, as seguradoras tinham "a opg¢do de escolher a cereja
saudavel em vez do limdo doente” e ter muito mais lucro do que aquelas que
aceitavam a todos (Souza, 2021, p. 117).
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Por fim, ¢ importante ressaltar que embora o capitalismo de vigilancia, o capitalismo
de plataforma, o colonialismo de dados e o colonialismo digital tenham como foco principal
ativos imateriais, sua existéncia depende de uma robusta infraestrutura fisica. Nao ha software
sem hardware: data centers, cabos Opticos e dispositivos conectados exigem grande consumo
energético e recursos naturais, o que perpetua a dependéncia dos paises periféricos como
fornecedores de matéria-prima, mao de obra e, muitas vezes, como destinos de residuos
toxicos, conforme apontam Cassino, Souza e Silveira (2021) e Avelino (2021).

Essa dindmica reforca a posi¢do vulneravel dessas nagdes no cenario global,
agravando desigualdades e comprometendo, inclusive, o livre desenvolvimento da
personalidade e a autodeterminacdo informativa de suas populacdes. Ainda que ndo se
aprofunde aqui nos impactos ambientais e sociais do desenvolvimento tecnoldgico, ¢
fundamental reconhecer que tais efeitos colaterais estdo intrinsecamente ligados ao debate
sobre colonialismo de dados e merecem atencdo em futuras discussdes ¢ formulagoes

regulatorias Cassino, Souza e Silveira (2021).

5.3 Harmoniza¢do juridica internacional, soberania digital e desafios globais da

protecao de dados

Este item tem como objetivo analisar as dificuldades e os caminhos para a
harmonizagdo juridica internacional diante da crescente circulacdo de dados e a atuagdo
transnacional das grandes plataformas digitais, que colocam a prova a capacidade da
legislagdo de atender aos multiplos interesses € se adaptar a um cenario que estd em
desenvolvimento constante e transformagdes que ocorrem em uma velocidade nunca antes
vista.

O fluxo internacional de dados ndo ¢ uma preocupacdo apenas do Estado brasileiro,
discutido pela Unido Europeia no caso popularmente conhecido como “Schrems II”” (caso C-
311/18), que questionou o modelo de compartilhamento de dados internacionais. O caso
também foi motivado apds o episddio de espionagem internacional revelado por Edward
Snowden em 2013 (Tedfilo; Cabella, 2020).

A reclamacdo de Schrems foi direcionada ao Facebook, que estava transferindo dados
pessoais de titulares da Unido Europeia para os EUA. A reclamagdo chegou a Suprema Corte
Irlandesa e posteriormente, a Cortede Justica da Unido Europeia (CJEU), que decidiu que a

protecao do Safe Harbour, (acordo, estabelecido em 2000 entre os Estados Unidos e a Unido
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Europeia para permitir a transferéncia de dados pessoais de cidaddos europeus para empresas
norte-americanas), era insuficiente para garantir prote¢do aos dados pessoais transferidos da
UE para os EUA (Teofilo; Cabella, 2020).

A Unido Europeia entendeu que o programa de espionagem implantado pelo governo
norte-americano representou uma violagao desproporcional dos direitos relacionados a
privacidade e protecao de dados garantidos pela GDPR. Como resposta, a Unido europeia
derrubou o acordo e criou clausulas padrdes para garantir condi¢des minimas de preservacao
de direitos no compartilhamento de dados*

A experiéncia europeia evidencia que a protecao efetiva de dados pessoais em cenarios
transnacionais exige ndo apenas normas robustas, mas também mecanismos de fiscalizagdo e
revisdo continua, o que serve de referéncia para o contexto brasileiro.

No Brasil, a transferéncia internacional ¢ mencionada na Se¢do 5 da LGPD, que
estabelece as hipoteses em que a transferéncia internacional ¢ permitida, prevendo no art. 33,
II, a) e b) a possibilidade de edi¢do de clausulas contratuais especificas e clausulas padrao
para a transferéncias, fungao esta que caberia a ANPD.

No contexto brasileiro, a dependéncia de servicos e infraestruturas tecnologicas
estrangeiras, especialmente das big fechs, agrava os desafios para a efetiva protecao de dados
e soberania digital. A auséncia de mecanismos especificos para controlar o fluxo internacional
de dados, aliada a centralidade do consentimento como base legal, evidencia a vulnerabilidade
dos titulares brasileiros diante de praticas globais de coleta e tratamento de dados,
dificultando a garantia dos direitos fundamentais previstos na LGPD (Cassino, Souza,
Silveira, 2021. Avelino 2021).

O tdpico foi levado em pauta na Tomada de Subsidios realizada pela ANPD em 2022
e em 2024 foi publicada a resolugdo CD/ANPD n°19/2024 que regulamenta os artigos 33 e 36
da LGPD (Silva et al., 2022; ANPD, 2024).

No contexto brasileiro, a aplicagdo das novas regras sobre transferéncia internacional
de dados, estabelecidas pela Resolucdo CD/ANPD n° 19/2024, ndao ocorre de maneira
automatica para todas as operagdes envolvendo redes sociais. A incidéncia dessas normas
depende da analise da natureza juridica da operagdo de transferéncia de dados. De acordo com

a regulamentagdo, apenas as transferéncias realizadas por controladores ou operadores que

“As clausulas contratuais padrio consistem em modelos de cldusulas, pré-aprovadas pela Comissdo Europeia, que podem ser
incluidas nos contratos que envolvem transferéncia internacional de dados entre Unido Europeia e outros territorios, como
medida de salvaguarda para garantir os padrdes minimos de seguranca e protegao aos direitos garantidos pela GDPR e
viabilizar o compartilhamento dos dados (Silva et al., 2022).
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estejam formalmente estabelecidos no Brasil estdo sujeitas aos mecanismos e exigéncias
definidos pela ANPD.

Por outro lado, quando empresas estrangeiras, incluindo redes sociais sediadas fora do
pais, coletam dados diretamente dos usuarios brasileiros, sem a participacao de intermediarios
locais, essa operacdo ndo ¢ caracterizada como "transferéncia internacional" nos termos do
artigo 33 da LGPD. Nesses casos, a regulamentacdo especifica da Resolugdo CD/ANPD n°
19/2024 nao se aplica, dispensando a obrigatoriedade de clausulas contratuais padrao ou
outros mecanismos adicionais previstos para transferéncias internacionais. Assim, tais
operacdes permanecem submetidas apenas as bases legais gerais da LGPD, como o
consentimento do titular, sem a necessidade de observancia das clausulas especificas para
envio de dados ao exterior (ANPD, 2024; Silva et al., 2022).

Nesses casos, a responsabilidade pelas operagdes segue vinculada as bases legais
gerais da LGPD, sem a necessidade da observac¢do das clausulas padrdes de transferéncia
internacional editadas pela ANPD, mantendo o consentimento como base legal, sem exigéncia
de clausulas especificas para o envio de dados ao exterior (ANPD, 2024).

Trazendo o posicionamento da ANPD para o objeto da pesquisa, verificou se um
problema sobre a isencdo da obrigatoriedade de cldusulas padrdo nos casos em que as
empresas os facam sem intermediarios, em contato direto com os usuarios, pois no caso da
Meta Platform Inc. a empresa sinaliza aos usudrios que os dados serdo compartilhados com
empresas parceiras, logo, haverd uma transferéncia a terceiros (que podem ser nacionais ou
internacionais). Entretanto, ndo foi possivel identificar se as orientagdes da ANPD seriam
obrigatdrias as operacdes das redes meta. Pelo conjunto de informacdes dar se a ideia de que
neste caso o consentimento do usuario permanece como a base legal que permite estes
compartilhamentos de dados entre as empresas.

Ao consentir com os termos de uso, o titular autoriza o compartilhamento de seus
dados com as empresas parceiras e com as demais empresas controladas pelo grupo Meta, que
ndo necessariamente serdo de rede social, logo o entendimento de que a rede social faz a
captagdo sem intermedidrios pode ser relativizado se o grupo agir como um intermediario
entre seus diferentes produtos. Neste ponto, de acordo com os itens analisados até o momento,
compartilhamos do posicionamento de que o consentimento por si s6 ndo ¢ a base legal
adequada ao tratamento de dados feitos para fins de perfilizagao nas redes sociais.

Ao longo desta pesquisa foram apresentadas diversas criticas a pratica de perfilizacao

realizada pelas redes sociais da empresa Meta, pontuando desafios de ordem juridicas, sociais
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e regulatorias, que se mostram inexistente e hora se mostram insuficientes a resolucdo dos
problemas apontados. Diante o exposto traremos na Sec¢ao 6 algumas iniciativas que tém sido
pensadas pela doutrina brasileira como forma de iniciar um debate e fornecer subsidio teorico
para solugdes futuras, de modo a atender um dos objetivos especificos elencado na introdugao
deste trabalho.

Fato ¢ que o equilibrio entre desenvolvimento tecnoldgico e protecdo de direitos
fundamentais ndo ¢ matéria simples de se solucionar, especialmente se analisadas sob uma
oOtica polarizada em que a defesa de um deva obrigatoriamente implicar na anulagdao do outro.
Por 6bvio, diante da complexidade do tema, esta pesquisa ndo tem a intengdo de dizer de
forma exaustiva quais solugdes devem ser adotadas, mas apontar possiveis caminhos capazes
de ponderar tais interesses.

Para tanto, levantamos aqui o que se consideram as principais criticas realizadas,
sendo elas: (i) A ineficicia do consentimento como a principal base legal para disciplinar o
profiling nas redes sociais da empresa meta; (ii) as lacunas regulatorias da LGPD sobre as
decisdes automatizadas para fins de perfilizagdo; (iii) O impacto desta pratica no livre
desenvolvimento da personalidade; (iv) A vulnerabilidade estrutural tecnologica.

Das iniciativas que serdo apresentadas, partiremos do pressuposto da necessidade de
aplica¢do dos direitos fundamentais também nas relagdes privadas, entre particulares, € ndo
apenas de forma vertical entre o estado e individuos. Para tanto, traremos a analogia feita pelo
professor de Direito constitucional, Daniel Sarmento, que dedica parte de sua obra para tratar

do assunto (Bioni, 2019; ANPD, 2024; Sarmento, 2004).

5.4 O devido processo informacional e horizontalidade de direitos fundamentais

Sarmento (2003) analisa a horizontalidade dos direitos fundamentais a partir de sua
obra Direitos fundamentais e Relag¢oes privadas, a época o autor pontua, que a aplicagdo dos
direitos fundamentais entre particulares ainda era vista de maneira controversa, se dividindo
entre correntes que negavam a aplicagdo por completo, e outras que aceitavam tal aplicagao
de forma irrestrita. Todavia, atualmente pode se afirmar com fundamento na na doutrina e na
jurisprudéncia brasileira que, mesmo nas relagdes entre particulares, os direitos fundamentais
garantidos constitucionalmente devem ser observados. Tendo como marco o recurso

extraordinario RE 201.819-8, vejamos:
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EMENTA: SOCIEDADE CIVIL SEM FINS LUCRATIVOS, UNIAO
BRASILEIRA DE COMPOSITORES. EXCLUSAO DE SOCIO SEM
GARANTIA DE AMPLA DEFESA E DO CONTRADITORIO. EFICACIA
DOS DIREITOS FUNTAMENTAIS. RECURSO DESPROVIDO. 1.
EFICACIA DOS DIREITOS FUNDAMENTAIS NAS RELACOES
PRIVADAS. As violagdes aos direitos fundamentais ndo ocorrem somente
no ambito das relagdes entre cidaddo e o estado, mas igualmente nas relagdes
travadas entre pessoas fisicas e juridicas de direito privado. Assim, 0s
direitos fundamentais assegurados pela constitui¢do vinculam ndo apenas os
poderes publicos, estando direcionados também a protecdo dos particulares
em face dos poderes privados (Brasil, STF, RE 201.819-8, 2005).

O julgado se faz relevante, pois além de reconhecer a eficacia horizontal dos direitos
fundamentais entre particulares, firmando tal precedente jurisprudencial, aborda a necessidade
de um devido processo legal no ambito administrativo, reforcando a necessidade de
contraditério e ampla defesa também em processos administrativos entre pessoas juridicas de
direito privado e particulares (Brasil, STF, RE 201.819-8, 2005).

Avancando na andlise juridica, temos também o julgamento da Acdao Direta de
Inconstitucionalidade, conhecida como caso IBGE, que foi objeto de estudos na Se¢ao 3, que
aplica entendimento ao contexto da protecdo de dados no contexto de tomada de decisdes
automatizadas que afetem as liberdades individuais, o que tem sido chamado de devido
processo informacional, instituto o qual entendemos que se aplica ao objeto desta pesquisa.

Como ja mencionado ao longo do trabalho, a opacidade das relagdes, em especial
sobre o funcionamento dos algoritmos, pode gerar perfilamentos equivocados e
discriminatorios, de forma a refletir, negativamente, no livre desenvolvimento da
personalidade dos usudrios, tanto na percep¢do de si como na percep¢ao do outro, como
exposto no item 3.4.2 profiling e identidade, a partir do referencial teérico de Ricoeur da
identidade narrativa, e ilustrado a partir do caso do COMPAS.

Pelo conjunto de normas, atualmente endossadas pela doutrina e jurisprudéncia
brasileira, pode se chegar a conclusdo, que a garantia do devido processo informacional nao
deve se limitar as relagdes entre Estado e particulares, alcangando assim outras formas de
relagdes se necessario, a fim de coibir arbitrariedades, seja por parte do estado seja por parte
de particulares (Bioni; Martins, 2020).

A pratica de perfilizacdo gera uma expressiva desigualdade de poder entre quem ¢
perfilado e quem realiza o perfilamento. O sujeito acaba por perder a capacidade de definir
sua propria identidade e de influenciar a interpretacdo de suas ag¢des, 0 que compromete sua

autonomia.
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quanto maior for a desigualdade, mais intensa sera a protecdo ao direito
fundamental em jogo, e menor a tutela da autonomia privada. Ao inverso,
numa situagdo de tendencial igualdade entre as partes, a autonomia privada
vai receber uma protecdo mais intensa, abrindo espaco para restrigdes mais
profundas ao direito fundamental com ela em conflito (Sarmento, 2004, p.
303).

Poucas relagdes entre entidades privadas podem se dar de forma mais
desigual do que entre um titular de dados e um controlador de dados que se
utiliza técnicas de profiling para avaliar e prever seus comportamentos.
Portanto, ha de se reconhecer a eficacia horizontal da garantia constitucional
do devido processo (Citron, Pasquale. 2014, p. 19)

Importante ressaltar que, como ja dito no inicio do item, o que se propde como solucao
¢ um didlogo de interesses, de modo que o devido processo informacional nao seja visto como
um freio ao desenvolvimento tecnoldgico, fazendo incidir um excesso de
procedimentaliza¢do, mas apenas um meio para a finalidade, que ¢ uma ponderagao justa de
interesses.

O perigo da excessiva procedimentalizagdo, foi pontuado inclusive pela propria
ANPD, que reconheceu que a exigéncias de forma individual e pormenorizada, seria
tecnicamente impraticavel, e até¢ indesejavel para a protecdo de direitos se observado por uma
perspectiva de uma politica piiblica (ANPD, 2025).

Assim, sustentamos que o devido processo informacional deve funcionar como um
pardmetro normativo para a realizacdo de atividades automatizadas de tratamento de dados,
especialmente quando essas possam impactar os interesses e direitos fundamentais dos

titulares dos dados.



117

6 INICIATIVAS DE REEQUILIBRIO DE INTERESSES

Como alternativa para promover o devido processo informacional, incorporamos a
analise o conceito de “direito a inferéncias razoaveis”, proposto por Wachter e Mittelstadt
(2019). Embora ainda seja um conceito juridico indeterminado e em fase de maturacao, ele
oferece um ponto de partida promissor para repensar o equilibrio entre inovacao tecnologica e

direitos fundamentais.

6.1 Direito a Inferéncias Razoaveis

Conforme discutido nas seg¢des anteriores, a predicdo de comportamentos € a
formulagdo de inferéncias, especialmente aquelas obtidas por sistemas automatizados,
interferem diretamente na autonomia do sujeito de se auto narrar. Contudo, defendemos neste
trabalho que a disputa pela formagao dessa identidade ndo representa um problema em si, ja
que de acordo com a teoria adotada, as narrativas externas se tornam parte das dindmicas de
interagdo social, logo, o individuo recebe atribuicdes identitarias de outros agentes, que
podem ou nao aceitar a identidade que ele mesmo reivindica.

No entanto, o que se questiona ¢ a possibilidade de que essa disputa narrativa ocorra
de forma justa, permitindo ao individuo a possibilidade de participar da desta construcao e
interagir com as narrativas externas, incluindo as realizadas por decisdes automatizadas para
fins de perfilizagao.

No contexto das redes sociais, tais caracteristicas identitarias sdo deduzidas com base
em dados observaveis, partindo de informacdes que nao necessariamente sao informadas
pelos usuarios, a exemplo das curtidas no qual se infere o gosto dos usuarios por
determinados assuntos, sem que este tenha confirmado tais interesses, o que compromete a
autonomia informacional do individuo e dificultando sua capacidade de contestar ou
compreender os critérios utilizados, visto que se quer tem consciéncia de todos os dados a
respeito de si que estdo sendo tratados.

Wachter e Mittelstadt (2019) propdem, portanto, o reconhecimento de um “direito a
inferéncias razodveis” como mecanismo de protecdo de dados. Tal direito implicaria impor
aos controladores de dados o 6nus de justificar que as inferéncias automatizadas sao geradas

com base em critérios razoaveis. Segundo os autores, isso significaria exigir:
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(1) uma justificativa ex ante demonstrando por que determinados dados sdo
uma base normativamente aceitavel para extrair inferéncias; (il) a
demonstracdo de que essas inferéncias sdo relevantes e normativamente
aceitaveis para os fins de tratamento de dados ou decisdes automatizadas
especificas; (iii) a comprovagdo de que os dados e métodos utilizados sdao
estatisticamente confidveis e precisos (Wachter; Mittelstadt, 2019, p. 19,
tradugao nossa).

Essas exigéncias devem se aplicar, sobretudo, nos casos em que sdo extraidas
“inferéncias de alto risco”. Os autores propdem dois critérios alternativos para identifica-las:
(1) inferéncias que apresentam ameaga ou risco significativo a reputagdo ou privacidade dos
titulares; e (ii) inferéncias cuja precisao ndo pode ser verificada adequadamente, mas que
ainda assim servem de base para decisdes com efeitos relevantes sobre os individuos, nas

palavras dos autores:

Nos casos em que os algoritmos extraem “inferéncias de alto risco” sobre
individuos, esse direito exigiria que o controlador de dados fornecesse uma
justificativa ex ante para estabelecer que a inferéncia a ser extraida ¢
razoavel. Essa divulgacdo abordaria (1) por que certos dados formam uma
base normativamente aceitavel a partir da qual extrair inferéncias; (2) por
que essas inferéncias sdo relevantes e normativamente aceitdveis para o
objetivo de processamento escolhido ou o tipo de decisdo automatizada; e
(3) se os dados e métodos utilizados para extrair as inferéncias sdo precisos ¢
estatisticamente confiaveis. Esses requisitos devem ser impostos por meio da
introducdo de requisitos de verificacdo e notificacdao legalmente vinculantes
a serem atendidos pelos controladores de dados antes da implantagdo em
escala de analises inferenciais de alto risco. (Wachter, Mittelstadt, 2019,
traducgdo nossa).

No contexto das redes sociais, entendemos que ambas as hipdteses sdo aplicaveis. No
entanto, reconhecendo as limitagdes técnicas de uma revisao individualizada em larga escala,
propomos, como complemento a proposta dos autores, a inclusdo de um mecanismo
regulatdrio institucionalizado, conforme segue:

(1) Participagdo da Autoridade Nacional de Prote¢ao de Dados (ANPD) como terceiro
interessado, com competéncia para definir pardmetros objetivos do que constitui
uma inferéncia razoavel. A atuacdo da ANPD poderia se iniciar pela distin¢ao entre
dados necessarios a funcionalidade e otimizagdo do servico e aqueles excedentes, o

chamado superavit comportamental, ja abordado pelo trabalho em item proprio.
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Esta proposta estd em consonancia com o art. 55-J da LGPD, que atribui a ANPD a
competéncia para regulamentar matérias relacionadas a prote¢do de dados, inclusive no que
diz respeito ao uso ético e proporcional da inteligéncia artificial. Um paralelo pode ser tragado
com autoridades como o CNIL, na Franca, ou a AEPD, na Espanha, que ja exercem papel
semelhante no controle preventivo de inferéncias automatizadas.

A proposta de reconhecimento de um direito a inferéncias razoaveis também deve ser
compreendida como um instrumento de efetivagdo dos principios fundamentais previstos no
art. 2° da LGPD, notadamente o respeito a autodeterminacao informativa (inciso II) e ao livre
desenvolvimento da personalidade (inciso III). Ao limitar as inferéncias a critérios de
razoabilidade, precisdo e relevincia, estabelece-se um filtro normativo que impede o
tratamento excessivo, opaco ou discriminatorio, permitindo que os individuos ndo sejam
reduzidos a perfis ou classifica¢cdes automatizadas desprovidas de contexto ou controle.

Ademais, a vinculacdo da inferéncia razoavel aos principios da finalidade e da
necessidade (art. 6° incisos I e II), refor¢a o dever das plataformas de justificar ex ante
(anterior) a coleta e utilizagdo de dados, especialmente quando o tratamento se destina a
segmentagao comportamental para fins econdmicos. O “direito a inferéncias razodveis” surge,
assim, como um instrumento de densificacdo dos principios da LGPD, funcionando como
uma ponte normativa entre os fundamentos constitucionais da protecdo de dados e a realidade
tecnologica das plataformas digitais.

Além disso, o reconhecimento do direito a inferéncias razodveis se apoiaria em trés
critérios operacionais consagrados pela doutrina brasileira: finalidade legitima, necessidade e
proporcionalidade. Esse tripé normativo permitiria que as inferéncias fossem possiveis
tecnicamente, entretanto necessitariam ser juridicamente justificadas. Assim haveria a
seguranga de um terceiro tecnicamente capaz mediando os interesses entre plataforma e
usudrios, um equilibrio entre os direitos fundamentais e o avancgo tecnoldgico. Assim nao
seria necessario que cada usudrio precisasse intervir pessoalmente, evitando um excesso de
procedimentalizacdo, que poderia tornar o mecanismo tecnicamente inviavel.

Vale lembrar que, como ressaltam os proprios autores, hda uma lacuna regulatoria
critica, lacuna esta na qual incluimos aqui a legislacdo brasileira. Os altores pontuam que a
legislacdo atual tende a proteger apenas as decisdes tomadas com base nos dados, mas nao o
processo inferencial anterior a elas. Essa omissdo se faz problematica, pois muitas das

decisdes mais invasivas nao sdo formalmente “automatizadas” ou decisorias, mas decorrem
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de inferéncias classificatorias e probabilisticas que escapam da regulacdo tradicional
(Wachter; Mittelstadt, 2019).

Ademais, a proposta busca enfrentar a chamada opacidade algoritmica, na qual os
individuos ndo conseguem compreender ou verificar como foram classificados ou rotulados.
Ao transferir para os controladores o 6nus de provar a razoabilidade das inferéncias, o direito
proposto pretende restaurar certa simetria entre os sujeitos dos dados e as redes sociais.

Em conclusdo, o reconhecimento de um direito a inferéncias razoaveis nao representa
uma barreira a inovagao. Pelo contrario, cria um ambiente de previsibilidade e legitimidade,
em que o uso de dados para fins comerciais, como a publicidade comportamental, possa
coexistir com a prote¢cdo da dignidade informacional dos titulares. A proposta ndo impede o
uso de inferéncias, mas impoe limites normativos, exigindo que sejam justificaveis,

proporcionais e auditaveis.

6.2 Transparéncia na era do profiling: o papel dos relatérios de impacto.

O avango das técnicas de tratamento automatizado de dados pessoais, como o profiling
adotado pelas redes sociais da Meta Platforms Inc., tem provocado impactos significativos
ndo apenas na esfera individual, mas também na coletividade. A opacidade desses sistemas
algoritmicos, aliada a assimetria técnica e informacional entre usudrios e plataformas,
dificulta o controle efetivo sobre o uso dos dados e seus efeitos sobre o livre desenvolvimento
da personalidade e a autodeterminagao informativa, direitos centrais previstos no art. 2° da Lei
Geral de Protecdo de Dados (LGPD).

Neste contexto, a analise de impacto algoritmico emerge como um importante
instrumento juridico-regulatério para possibilitar o escrutinio publico de praticas complexas
como a perfilizacdo. Previsto de forma incipiente no art. 38 da LGPD, o relatorio de impacto a
protecdo de dados pessoais (RIPD) busca justamente antecipar os riscos e mitigar danos
potenciais relacionados ao tratamento de dados sensiveis ou de alto risco. No entanto, como
destaca Bioni (2019, p. 121), a auséncia de regulamentacdo especifica e a falta de exigéncia
publica de sua divulgacdo limitam severamente a eficicia desse dispositivo em contextos de
larga escala como o da Meta Inc.

Em sistemas opacos, como os algoritmos de personalizagdo ¢ direcionamento da Meta,
ndo basta a existéncia de um relatorio de impacto interno. E necessario que haja mecanismos

externos de controle, como a obrigatoriedade de auditoria independente e a publicizagdo de
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informagdes minimas para que o titular possa exercer seu direito a autodeterminacdo
informativa. A ausé€ncia de transparéncia sobre os critérios de perfilizagdo, as categorias
sensiveis inferidas e os efeitos previsiveis sobre os usudrios, compromete o exercicio pleno
dos direitos previstos nos artigos 6° e 20 da LGPD (Brasil, 2018).

A critica feita por Doneda (2006, p. 26) a l6gica individualista da prote¢ao de dados
torna-se ainda mais relevante nesse cenario. Segundo o autor, a protecao da privacidade nao
pode ser compreendida apenas como uma esfera de escolha individual, exigindo-se
abordagens coletivas e mecanismos estruturais de prote¢do. Mendes (2014, p. 583)
complementa que o processamento automatizado de dados pessoais gera externalidades
difusas e por isso demanda respostas regulatorias sist€émicas, superando o enfoque
exclusivamente contratual do consentimento individual.

Assim, a analise de impacto algoritmico deve ser compreendida ndo apenas como uma
exigéncia procedimental, mas como um instrumento de governanga e accountability, com
potencial de materializar o principio da responsabilidade previsto no art. 6°, X da LGPD, e
permitir o controle democratico sobre tecnologias que moldam o comportamento ¢ a
identidade dos individuos (Bioni, 2019, p. 145).

O caso da Meta ¢ emblemdtico nesse sentido. Embora a empresa alegue em seus
termos de uso que personaliza a experiéncia do usudrio com base em seus interesses, nao ha
informagdes claras sobre os limites dessa personalizagdo, tampouco ha transparéncia quanto
aos critérios utilizados pelos algoritmos para categorizar perfis ou restringir o acesso aos
conteudos (META, 2025). Tal auséncia de clareza viola os principios da transparéncia (art. 6°,
VI) e da prevencao (art. 6°, VIII), além de dificultar a contestacdo de decisdes automatizadas,
conforme previsto no art. 20 da LGPD (Brasil, 2018).

Diante disso, a presente pesquisa defende que o fortalecimento da exigéncia de andlise
de impacto, especialmente em contextos de profiling, é essencial para garantir a eficacia
material da protecdo de dados no Brasil. A regulamentacdo da LGPD deve avancar no sentido
de obrigar a realizagdo de RIPDs em toda pratica de perfilizacdo com potencial de impactar
direitos fundamentais, impondo deveres claros as plataformas digitais. Esses relatorios devem
conter, no minimo, a descricdo da légica envolvida nos algoritmos, as categorias de dados
utilizadas, os efeitos previsiveis sobre os titulares, os riscos de discriminagdo algoritmica e os
mecanismos de mitiga¢ao adotados (Bioni, 2019, p. 127)

Além disso, o relatorio de impacto deve ser vinculado a mecanismos de participacao

social e controle externo, como defendido por autores que compreendem a prote¢ao de dados
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como uma politica publica voltada a coletividade (MENDES, 2014, p. 510-512). Esta linha
interpretativa ¢ reforgada por abordagens mais recentes que defendem a avaliacdo de impacto
algoritmico como forma de protecdo de direitos difusos e promocdao da soberania digital
(Cassino; Silveira; Souza, 2021).

Assim, a analise de impacto algoritmico ndo pode ser tratada como mera formalidade
documental. No contexto das redes sociais € da economia de dados, trata-se de uma
ferramenta necessaria para a protecdo do individuo em sua dimensdo coletiva. Sua
implementagdo efetiva ¢ condi¢do indispensavel para que a autodeterminacdo informativa e o
livre desenvolvimento da personalidade sejam institutos que se concretizem materialmente,

especialmente em face do poder concentrado das big techs.

6.3 Iniciativas legislativas e a insuficiéncia normativa frente a perfilizacao automatizada

O debate legislativo brasileiro sobre a regulagcdo de plataformas digitais tem avancado
de forma fragmentada e silentes aos desafios trazidos pela pratica de decisdes automatizadas,
em especial sobre perfilizagdo no ambiente das redes sociais, como a realizada pela Meta
Platforms Inc. Em que pese uma quase auséncia de solucgdes legislativas sobre a perfilizagao,
traremos aqui algumas discussdes sobre o tema para fins de contextualizar as iniciativas
legislativas, em especial PL 2.630/2020, por entendermos que ¢ o instituto mais préximo do

objeto da pesquisa.

6.3.1 Projeto de Lei 2.630/2020 — “PL das Fake News”

O PL 2.630/2020 surge como uma das tentativas mais consolidadas de regular a
atuacdo das grandes plataformas digitais no Brasil. Voltado a transparéncia na moderacgao de
conteudo e ao enfrentamento da desinformagdo, o projeto propde obrigagdes como relatorios
periodicos sobre politicas de moderagdo, rastreabilidade de mensagens encaminhadas em
massa ¢ identificagdo de contetido patrocinado.

Embora relevante, entendemos que o PL revela limitagdes importantes quando
confrontado com os desafios da perfilizagdo algoritmica baseada em dados pessoais, pois nao
considerou tal regulacdo em seu texto. Nao ha, por exemplo, exigéncia explicita de

divulgagdo da légica de funcionamento de sistemas de recomendag¢do, nem previsdo de



123

avaliagdo de impacto sobre os direitos fundamentais dos usudrios, o que, segundo Bioni
(2019), ¢ essencial para materializar a responsabilidade no tratamento automatizado.

Ainda que o projeto aponte para uma maior transparéncia, seu foco estd na moderacao
de conteudo e ndao nos processos algoritmicos que organizam e personalizam a experiéncia
digital com base em perfis inferidos. Como argumenta Mendes (2014), a auséncia de
mecanismos de controle coletivo sobre essas praticas torna a protecdo dos direitos
informacionais difusa e pouco efetiva.

Dessa forma, embora o PL 2.630/2020 represente um avango ao reconhecer que as
plataformas exercem poder significativo sobre o discurso publico, ele ndo enfrenta a logica de
funcionamento das plataformas enquanto maquinas de extracdo e exploragdo de dados
pessoais, ponto central da atuacdo da Meta. A lacuna torna-se ainda mais evidente diante da
auséncia de obrigacao legal para a realizacdo de analise de impacto algoritmico em sistemas

que influenciam diretamente o comportamento e a formacao da identidade dos usuarios.

6.3.2 Projetos sobre inteligéncia artificial e a omissao sobre perfilizagdo

Nas buscas realizadas foram encontrados trés projetos de lei sobre inteligéncia
artificial em tramitacdo no Congresso Nacional: PL 21/2020, o PL 5051/2019 ¢ o PL
2338/2023. Em tais iniciativas observa-se um esfor¢o de aproxima¢do com as diretrizes
internacionais, em especial com o modelo europeu. Contudo, esses textos ainda apresentam
abordagem genérica e insuficiente para lidar com praticas especificas como a perfilizacao
automatizada para fins comerciais, especialmente quando realizadas por empresas com
posi¢ao dominante no mercado.

O PL 2338/2023, por exemplo, classifica sistemas de alto risco com base em seus
impactos potenciais, mas nao estabelece critérios técnicos claros para identificar praticas de
inferéncia sensivel, nem vincula expressamente a necessidade de avaliacdo de impacto a
protecdo de dados pessoais. Além disso, nenhum dos projetos menciona a obrigatoriedade de
publicizagdo de informacdes sobre algoritmos de recomendacdo, nem contempla o principio
da autodeterminag¢do informativa como vetor de interpretacdo e aplicagdo normativa —
elemento crucial destacado por Doneda (2006) e reafirmado pela LGPD (art. 2°, II).

Conforme aponta Cassino, Silveira ¢ Souza (2021), a auséncia de mecanismos que
obriguem a transparéncia e a auditoria independente dos sistemas automatizados favorece a

consolidagdo de um modelo de colonialismo de dados, no qual plataformas transnacionais
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extraem valor dos dados de populagdes periféricas sem qualquer controle democratico. Essa
realidade ¢ particularmente preocupante no contexto brasileiro, onde parte significativa da
populagdo depende das redes sociais da Meta para acesso a informacao, lazer e sociabilidade.
Portanto, embora existam proposi¢des legislativas em curso, elas falham em
reconhecer a pratica de perfilizagao na arquitetura das redes sociais e sua capacidade de afetar
direitos fundamentais em escala coletiva. A auséncia de regulacdo especifica sobre o uso de
inferéncias algoritmicas, somada a inexisténcia de obrigacdo legal de andlise de impacto,
reforca a hipotese desta pesquisa de que, o arcabougo juridico atual, incluindo a LGPD e os
projetos legislativos em andamento, ¢ materialmente insuficiente para proteger a
autodeterminacao informativa dos usuarios frente a logica de funcionamento da Meta

Platforms Inc.

6.4 Reavaliacdo do Consentimento e Propostas de Solu¢do para o Profiling em Redes

Sociais

Esta subsecdo avanca no estado da técnica ao discutir a necessidade de uma
reavaliacdo critica do papel do consentimento como base legal para o tratamento de dados
pessoais, especialmente no contexto do profiling em redes sociais. A partir das obras de
referéncia, serdo apresentadas as principais criticas ao modelo tradicional de consentimento,
destacando suas limitacdes diante da complexidade técnica e da assimetria informacional
entre usuarios e plataformas digitais.

Em seguida, serdo expostas as solugdes propostas por Bruno Bioni, que levanta
algumas discussdes obre como equilibrar a prote¢do dos direitos fundamentais com as
demandas do desenvolvimento tecnologico. O objetivo ¢ fornecer um panorama
fundamentado das alternativas regulatoérias capazes de responder as criticas identificadas no
trabalho, conectando-as diretamente ao objeto da pesquisa: a compatibilidade da pratica de
perfilizagdo com o livre desenvolvimento da personalidade e a autodeterminagdo informativa.

Bruno Bioni (2019) destaca que o consentimento, embora central na legislacdo
brasileira, ¢ insuficiente para garantir protegdo efetiva em face da complexidade dos sistemas
digitais e da incapacidade dos usudrios de compreender plenamente os riscos envolvidos no
tratamento de seus dados. Para Bioni, o consentimento, como o legitimo interesse, desde que

observados os direitos fundamentais e a proporcionalidade.
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A partir do referencial tedrico da privacidade contextual, proposto por Helen
Nissenbaum, Bioni (2019) apresenta uma divisdo dos elementos que compdem essa teoria,
classificando-os como internos e externos. Antes, porém, de adentrar na analise especifica de
Bioni, € necessario explicar a logica da privacidade contextual e situa-la dentro do objeto
desta pesquisa.

Segundo Nissenbaum, o transito de informagdes pessoais possui valor social, guiado
por consideragdes politicas e morais. O direito de revelar ou ndo determinada informagao ¢
apenas uma dimensao da privacidade, que ndo pode ignorar a fungdo social do fluxo de dados.
Assim, a analise deve sempre considerar o contexto no qual a coleta e o uso das informagdes
ocorrem, de modo que sejam necessarios e socialmente adequados a relacdo estabelecida
(Bioni, 2019).

O uso apropriado, ou ndo, de uma informagdo dependera do contexto em que ela
circula. A partir de uma andlise heuristica da trajetéria da informagdo, estabelece-se a
chamada linguagem informacional, capaz de indicar se, naquele contexto, o tratamento estd
ocorrendo de forma integra. A soma de integridade e contexto forma o que Nissenbaum
denomina, privacidade como integridade contextual, sendo o proprio contexto social o
responsavel por restringir, ou permitir, o fluxo de dados (Bioni, 2019).

A titulo de exemplo de contextos sociais e trafego de informagdes Bioni traz as
relacdes entre médicos e pacientes, pais e filhos. Empregador e empregado, entendendo que
cada um destes contextos configura uma esfera social, que geralmente ndo se comunicam.
Nao ¢ razoavel por exemplo que as informagdes trocadas entre médico e paciente sejam
enviadas ao empregador do paciente, ou que as tocas obtidas no seio familiar sejam
compartilhadas com o empregador do individuo (Bioni, 2019).

Quanto ao fluxo informacional, o caminho percorrido pela informagao entre os atores
de um determinado contexto, considera-se interno aquele que permanece na mesma esfera
social, conforme os exemplos anteriores. O fluxo interno ¢ natural e necessario ao
desenvolvimento da personalidade. Na perspectiva da privacidade contextual, o problema,
surge quando ha transferéncia de informagdes entre esferas distintas, permitindo que um
terceiro, estranho a relagdo originaria, interfira. Neste trabalho, esse terceiro serd entendido
analogicamente pela figura do algoritmo.

Um exemplo concreto dessa interferéncia de um “terceiro” no fluxo informacional ¢ o
experimento conduzido por Kramer, Guillory e Hancock (2014), no qual o feed de noticias de

aproximadamente 700 mil usudrios do Facebook foi manipulado para avaliar se a exposi¢do a
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conteudos predominantemente positivos ou negativos influenciaria o humor expresso por eles.
A autorizacdo para essa intervengdo foi presumida a partir da aceitacdo genérica dos termos
de uso da plataforma, sem consentimento especifico para tal manipulagao.

O episodio gerou intenso debate ¢€tico e juridico, revelando que, mesmo em
conformidade formal com os termos contratuais, intervengdes dessa natureza podem afetar
diretamente a experiéncia ¢ o comportamento do usuario, reforcando a critica de que o
consentimento, isoladamente, ndo ¢ capaz de garantir a autodeterminacdo informativa e a
integridade contextual (Kramer; Guillory; Hancock, 2014).

Os atores entdo sdo o usuario ¢ o conteudo com o qual este interage, entretanto, o
contexto dentro das redes sociais ndo € necessariamente sabido, podendo ser religioso,
profissional, amoroso, e todas as informacdes sdo registradas pelo “terceiro ator”/ algoritmo,
da mesma forma, logo, diferentemente das esferas sociais tradicionais, no ambiente das redes
a esfera social pode ser variavel, o que chamaremos aqui de esfera social fluida®’.

Bioni ressalta que a privacidade serve para proteger os individuos de pressdes sociais
desproporcionais, capazes de comprometer o livre desenvolvimento da personalidade. Nesse
sentido, deve ser entendida como um bem comum, indispensavel a manuten¢ao de um Estado
democratico de direito. Sua prote¢do, portanto, ndo beneficia apenas o individuo, mas toda a
coletividade. E nesse ponto que esta pesquisa se debruga para avangar no estado da técnica e
propor uma maior participagdo estatal, que ndo elimine o papel do consentimento, mas
estabeleca limites ao seu alcance.

Como solugdo, propde-se um acompanhamento mais efetivo do Estado nas relagdes
entre usuarios e plataformas de redes sociais. Considerando que os efeitos do tratamento de
dados sdo também coletivos, ndo € razoavel que a legitimidade, o interesse e a fungdo social
do fluxo de informacdes pessoais sejam avaliados apenas pelo titular no momento do
consentimento. Essa avaliacdo deve anteceder a coleta e ser realizada por 6rgdo tecnicamente
qualificado, como a ANPD. Somente ap0s esse crivo regulatorio a plataforma deveria obter o
consentimento individual.

Outra limitagc@o que se entende razoavel € referente aos dados pessoais sensiveis, quais

sejam, aqueles de origem racial, étnica, convicgao religiosa, opinido politica, filiagao sindical,

43 Sera entendida como esfera social fluida a relagdo estabelecida entre as redes sociais € o usudrio. Partindo da premissa que
os conteudos sdo dinamicos, ¢ escolhidos pela plataforma e que em tese o usuario ndo tem dominio sobre o contetido que
tera contato tampouco quais dados serdo trocados naquele momento, podendo ser por exemplo algo sobre trabalho, o que
seria uma relag@o contextual, ou sobre moda, que seria outra relagdo contextual. Entretanto é possivel que em um curto
espaco de tempo o usuério interaja com ambos os contetidos, modificando o contexto/esfera social. A esta rapida
mutabilidade de contexto damos o nome aqui nesta pesquisa de esfera social fluida.
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entre outros assim definidos pelo artigo 5° da LGPD, de modo que estes dados ndo fossem
utilizados para fins de publicidade comportamental, ainda que com o consentimento, pois em
que pese o principio da autonomia da vontade das partes, a legislagao brasileira também
pontua no artigo 11 do Cdd. Civil a limitagdo da vontade das partes para fins de
reestabelecimento da ordem publica e reequilibrio contratual.

Como meio procedimental de intervencao do estado, a fim de trazer, mesmo que sem
esgotar o tema, traremos aqui algumas as solugdes apontadas por Bioni (2019), para a redugdo
da assimetria entre usudrios e plataforma a partir da implementagdo de mecanismos que
aumentem a transparéncia e a participagdao do titular, como mensagens explicativas claras,
sistemas de dupla verificagdo relatorios de impacto DPIA (Data Protection Impact
Assessment)** que evidenciem os riscos e as medidas mitigadoras adotadas. promovendo um
consentimento mais consciente € um controle mais efetivo do usudrio sobre seus dados
(Bioni, 2019, p. 140-203).

A implementagdo de relatérios de impacto a protecdo de dados (Data Protection
Impact Assessment — DPIA) para operacdes de profiling ¢ uma das principais medidas
defendidas por Bioni para mitigar riscos e antecipar consequéncias negativas do tratamento
automatizado de dados pessoais. Ao exigir que controladores avaliem previamente os efeitos
de suas praticas sobre os direitos fundamentais dos titulares.

O DPIA esta previsto no artigo 38 da LGPD * e promove uma abordagem preventiva
e transparente, alinhando-se ao principio da responsabilidade e a necessidade de demonstrar
conformidade com a legislacdo. Tal mecanismo contribui para a identificacdo de riscos
especificos do profiling e para a adog¢do de salvaguardas proporcionais, fortalecendo a
protecdo da personalidade e da autodeterminacdo informativa dos usuarios (Bioni, 2019, p.
187-189).

Outro aspecto central € a participagdo ativa da autoridade reguladora, especialmente da
ANPD, na fiscalizagdo e definicdo de pardmetros objetivos para decisdes automatizadas.
Bioni (2019, p. 200-201) sustenta que cabe a autoridade estabelecer diretrizes claras sobre o
uso de algoritmos e sistemas de perfilizagdo, bem como fiscalizar o cumprimento das normas

pelas plataformas digitais para que as praticas de mercado sejam harmonizadas com os

4 O DPIA (Data Protection Impact Assessment) é um relatorio obrigatorio em determinadas operagdes de tratamento de
dados, conforme artigo 38 da LGPD, que avalia, de forma sistematica, os riscos e impactos potenciais de uma atividade
sobre os direitos e liberdades dos titulares, propondo medidas para mitigar eventuais danos

45 Art. 38. A autoridade nacional poderd determinar ao controlador que elabore relatério de impacto & prote¢io de dados
pessoais, inclusive de dados sensiveis, referente a suas operagdes de tratamento de dados, nos termos de regulamento,
observados os segredos comercial e industrial.



128

direitos fundamentais e possibilita a ado¢do de medidas corretivas em casos de abuso,
promovendo seguranca juridica e confianga dos titulares no ambiente digital.

Nos termos do artigo 38 caberia a ANPD a fun¢do de determinar a elaboracdo e os
termos desses relatérios de impacto e dialoga com a proposta de publicidade das operagoes.
Além da previsdo da LGPD a necessidade de relatérios também foi incluida no projeto de lei
2.630/2020/ PL das Fake News, demonstrando uma concordancia entre as solugdes
doutrinarias apresentadas e as iniciativas do legislativo neste ponto

Bioni (2019, p. 203-204) defende que as plataformas devem informar de maneira clara
e acessivel quais dados sdo utilizados, quais parametros orientam a formagao de perfis e de
que modo essas decisdes impactam a experiéncia e os direitos dos usudrios. Essa
transparéncia nao apenas fortalece a autodeterminacao informativa, mas também permite que
os titulares compreendam e avaliem os riscos associados ao tratamento de seus dados,
promovendo uma atuacdo mais consciente e critica diante das praticas das plataformas.

Por fim, a criacdo de canais de contestagcdo e revisao de decisdes automatizadas para
os titulares ¢ vista como indispensavel para assegurar o devido processo informacional e a
protecdo contra erros ou discriminagdes algoritmicas. Conforme Bioni (2019, p. 203-204), os
usuarios devem ter o direito de questionar, revisar e obter explicacdes sobre decisdes que 0s
afetem, especialmente quando baseadas em sistemas automatizados de profiling. Esses canais
fortalecem a participa¢dao do titular no processo decisério, promovem a accountability das
plataformas e contribuem para mitigar potenciais violagdes ao livre desenvolvimento da
personalidade e a autodeterminacao informativa.

Danilo Doneda, por sua vez, concorda com Bioni quanto a insuficiéncia do
consentimento isolado, ressaltando a necessidade de wuma protecdo dinamica da
autodeterminacao informativa que transcenda a mera autorizagao formal. Doneda enfatiza a
importancia da transparéncia algoritmica e do direito a explicagdo das decisdes
automatizadas, defendendo que os titulares devem ter a possibilidade de contestar e revisar
essas decisdes. Contudo, o autor apresenta uma abordagem mais centrada na garantia da
liberdade individual e na prote¢ao contra abusos, colocando maior énfase na participacdo do
titular como forma de empoderamento.

Além desses autores, a literatura consultada reforca a necessidade de solugdes que
integrem avaliagdes de impacto a prote¢ao de dados, participagdo social e fiscalizacdo ativa
por parte da autoridade reguladora. Pedro Bastos Lobo Martins, por exemplo, complementa o

debate ao destacar que o consentimento deve ser acompanhado de relatorios detalhados que
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demonstrem a razoabilidade e a proporcionalidade do tratamento, especialmente para dados
sensiveis e inferidos.

Martins (2019) reforca a importancia da transparéncia e da responsabilizacao,
alinhando-se as propostas de Bioni e Doneda, mas com um foco mais técnico nas avaliagdes
de risco e no controle estatal. Essa convergéncia aponta para um consenso crescente na
doutrina sobre a necessidade de um modelo pluralista e integrado de protecdo, que supere as
limitagdes do consentimento tradicional e assegure a prote¢do dos direitos fundamentais no
ambiente digital.

Em sintese, as solugdes apresentadas por esses autores oferecem um caminho para
superar as criticas ao consentimento enquanto base legal inica para o profiling, propondo um
arcabouco regulatorio que combine transparéncia, participagao do titular, avaliacdo de
impacto e regulacdo estatal ativa. Essas propostas dialogam diretamente com o objeto da
pesquisa, que busca compreender e mitigar os impactos da perfilizacio no livre
desenvolvimento da personalidade e na autodeterminacdo informativa dos usuarios de redes

sociais.
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7 CONCLUSAO

A presente dissertagdo investigou a compatibilidade da pratica de profiling, adotada
pelas redes sociais da Meta Platforms Inc., com os principios do livre desenvolvimento da
personalidade e da autodeterminac¢ao informativa, conforme previsto no artigo 2° da Lei Geral
de Protecao de Dados (LGPD). Ao longo do trabalho, demonstrou-se a centralidade dos dados
pessoais na economia da informacao e os potenciais impactos da perfiliza¢ao na formacgao da
identidade dos usuarios brasileiros. Considerando a expressiva adesao nacional as plataformas
da empresa e os efeitos sistémicos da coleta massiva de dados, esta conclusdo tem por
objetivo apresentar os principais resultados obtidos, refletir criticamente sobre os achados e
apontar as contribuicdes da pesquisa ao campo juridico.

O objetivo geral da pesquisa foi analisar se a técnica de profiling, aplicada no
Facebook e no Instagram, ¢ compativel com os principios constitucionais do livre
desenvolvimento da personalidade e da autodeterminacdo informativa. Para alcancar essa
finalidade, foram definidos objetivos especificos, como mapear o arcabougo juridico-
normativo brasileiro sobre protecao de dados, avaliar a fungdo e os limites do consentimento
como base legal para a perfilizacdo e investigar o modelo de negocios da Meta Platforms Inc.

A selecao das fontes e exemplos utilizados neste trabalho foi orientada por critérios de
relevancia temadtica, repercussdo na midia nacional, atualidade, reconhecimento académico e
acesso publico. Foram priorizadas obras de referéncia na area de protegao de dados,
privacidade, capitalismo de vigilancia e sociologia. Como parametro juridico foram utilizou
se da Constituicao Federal brasileira, as leis de prote¢do de dados brasileira e alema (LGPD e
GDPR), as legislagdes infraconstitucionais brasileiras afetas ao tema e decisdes judiciais
paradigmaticas que abriram os precedentes para a aplicacdo de direitos e deveres sobre o livre
desenvolvimento da personalidade, com destaque para o julgamento da lei do censo alemao e
o caso IBGE.

Ainda que a LGPD represente um marco normativo importante, sua estrutura atual ndo
contempla com a devida profundidade os efeitos sistémicos da perfilizacdo. A auséncia de
mecanismos de transparéncia algoritmica, de prestagdo de contas e de participagdo social no
controle dos dados processados por grandes plataformas dificulta a efetivacdo da protegdo de
dados como direito fundamental. Nesse sentido, este trabalho aponta a necessidade de revisao
critica da centralidade do consentimento ¢ a ado¢do de mecanismos de regulagdo que

reconhegam a natureza coletiva e politica da prote¢do de dados.
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Em relagdo a empresa Meta, distribui-se ao longo da pesquisa alguns casos de
repercussdo midiatica que questionaram as atividades da empresa e levantaram discussdes
sobre a privacidade dos usudrios e os limites de atuagdo dos aplicativos da Meta. Inc. A
escolha dos exemplos buscou ilustrar situacdes emblemadticas e recentes, que envolvessem a
empresa, ou outras empresas que possuem uma dindmica de tratamento de dados similar, para
a partir destes exemplos praticos aplicar a logica dedutiva, conforme proposto na metodologia
de pesquisa escolhida.

Também foram incluidas pesquisas empiricas sobre o uso de redes sociais no Brasil, a
fim de agregar nimeros sobre as criticas levantadas. Entretanto, sobre as pesquisas empiricas
que foram juntadas, reconhece-se que a abordagem qualitativa e andlise documental
apresentam limitagdes a pesquisa, inerentes a natureza da fonte e disponibilidade de
informacdes. A auséncia de dados oficiais e académicos sistematizados sobre praticas
especificas de perfilizagdo em redes sociais, especialmente no contexto brasileiro, impds
restri¢des a abrangéncia e a profundidade da analise.

A titulo de exemplo da observacao feita no paragrafo anterior, ao tentar se averiguar o
numero médio de curtidas de usudrios brasileiros no Facebook e Instagram (visto que as
curtidas sdo normalmente citadas como uma métrica de mapeamento do gostos dos usuarios),
o texto recorreu a dados globais de 2018 fornecidos pela empresa Brandwatch, que além de
ndo permitir uma validagcdo com 6rgdos institucionais, apresenta uma defasagem temporal e a
auséncia de recorte geografico mais preciso, o que somado a opacidade das plataformas
prejudicou a exposi¢cdo de resultados mais precisos sobre o real impacto da perfilizacdo no
livre desenvolvimento da personalidade.

A pesquisa demonstrou que a pratica de profiling, ainda que formalmente amparada no
consentimento do usuario, revela-se materialmente incompativel com os principios do artigo
2° da LGPD. Na Secao 2 foi evidenciado que o ordenamento juridico brasileiro reconhece os
dados como direito fundamental de terceira geracdo, exigindo mecanismos de protecao
coletiva. A Secdo 3 aprofundou a relacdo entre identidade e dados, com destaque para a teoria
da identidade narrativa de Paul Ricoeur, demonstrando como os algoritmos podem limitar a
autodeterminacdo. Ja na Se¢do 4, verificou-se que a economia informacional se estrutura na
exploragdo de dados como ativos econdmicos, o que impacta diretamente paises como o
Brasil, reforcando relagdes de dependéncia. A Secdo 5 abordou os desafios globais da

protecdo de dados, com destaque para os riscos sociais da perfilizagdo, e a Se¢do 6 apresentou
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propostas regulatorias e a necessidade de revisdo do papel do consentimento. Conclui-se que
o atual modelo carece de uma regulacdo mais eficaz e protetiva

No que se refere aos objetivos propostos o trabalho cumpriu com as finalidades as
quais se prop0s visto que: (i) analisou o consentimento sob a otica da LGPD e da doutrina
brasileira; (ii) investigou o modelo de negdcio da Meta Inc. com énfase na pratica de
perfilizagdo; (iii) avaliou a suficiéncia das bases legais atualmente utilizadas, como o
consentimento e o legitimo interesse; e (iv) propds alternativas normativas e regulatérias
voltadas a protecao dos titulares em um ambiente digital opaco e assimétrico.

Este trabalho se propds a ultrapassar a abordagem tradicional, centrada na legalidade
abstrata e formal do consentimento, ao investigar sua materialidade no ambiente especifico
das redes sociais. A partir dos resultados encontrados, a pesquisa sugeriu que a questdao seja
analisada sob a perspectiva de um direito coletivo, necessitando da interferéncia do Estado,
entendendo que a hipossuficiéncia técnica impossibilita uma relagdo equilibrada entre
plataformas digitais e consumidores.

Ao invés de restringir o estudo da perfilizacdo aos seus efeitos individuais, este
trabalho se dedicou a analisar os impactos difusos e sistémicos da pratica, bem como levou
em consideragdo a diferenga procedimental entre a perfilizagdo tradicional, e a perfilizagao
feita feitas nas redes sociais, onde a finalidade do tratamento é pensada a partir da formacao
do perfil, ndo existindo de maneira prévia a captacao de dados.

Sob a perspectiva de uma continuidade académica o estudo pode ser utilizado como
uma base teorica para a discussdo da perfilizacdo em contextos sem objetivo especifico, que
operam com a inversdo das etapas de finalidade > captacdo de dados > Tratamento > decisdo,
a exemplo das redes sociais que operam na logica Captagao de dados > tratamento >
Finalidade. Sugere se também investigacdo empirica sobre os efeitos concretos da perfilizacao
em diferentes grupos sociais, especialmente usuarios em condi¢do de vulnerabilidade digital.

Em sintese, o presente estudo evidenciou que a perfilizagdo algoritmica praticada pelas
redes sociais da Meta Platforms Inc. representa um desafio substancial a protecdo dos direitos
fundamentais no ambiente digital. Ainda que a LGPD, em conjuntos com outros institutos,
fornega uma base normativa relevante, sua efetividade depende da superagdo de uma
abordagem individualista e da adog¢do de politicas publicas regulatorias que aprofundem na
discussao sobre os impactos coletivos do uso de dados pessoais.

Verificou se ainda que ao tratar dados como ativos econdmicos € 0s usuarios como

fontes de extracdo, o modelo atual reitera desigualdades estruturais, ¢ que a auséncia de
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limites mais especificos sobre perfilizacdo abre espaco para arbitrariedades, incompativeis
com a dignidade humana. Resta a comunidade juridica, ao legislador e a sociedade civil
refletirem coletivamente sobre os limites da atuacao das big techs e a necessidade de uma
regulagdo que esteja a altura da complexidade da economia digital.

Enquanto isso, seguimos clicando em "li e concordo".
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