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Resumo

Na interagdo humana, as emogoes desempenham um papel importante. Quando aplicagoes de
madquinas virtuais ou robds sdo incorporados com capacidades de reconhecimento
emocional, os humanos tendem a interagir mais com eles em comparagdo com outras formas
de interagdo. A expressdo facial é uma das modalidades para avaliar emo¢oes humanas que
tem atraido grande ateng¢do no campo da visao computacional. Os esfor¢os se concentram na
construg¢do de um modelo robusto e preciso para identificar emogoes a partir de expressoes
faciais, permitindo a incorporag¢do de capacidades de reconhecimento emocional em
maquinas ou robos. Obter dados de imagem ou video rotulados de expressoes faciais é um
desafio. Para mitigar essa dificuldade, as técnicas de aprendizado por transferéncia podem
ser uteis. Existem conjuntos de dados de imagens muito grandes e modelos profundos
treinados com eles. O aprendizado por transferéncia permite utilizar o conhecimento
adquirido por esses modelos para adapta-los a novos conjuntos de dados, ajustando-os para
aprender as sutilezas das expressoes faciais. Este trabalho explora como dois desses modelos
profundos podem ser treinados com dados de expressdao facial para identificar emogoes
humanas, além de abordar as limitagoes e sugerir possiveis trabalhos futuros.

chave : Reconhecimento de Emocoes Faciais, Aprendizado por Transferéncia, Aprendizado
Profundo, Interagao Humano-Computador, Reconhecimento de Emog¢oes Faciais .

1. Introducio

A emocdo ¢ um elemento crucial nas interacdes humanas, moldando a percep¢ao que temos
das interagdes sociais. Com a capacidade de reconhecer emogdes humanas, os robos podem
adaptar sua interacdo. Além disso, robds com habilidades de expressdao emocional permitem
que os humanos interpretem sua interagdo associando-a a sinais sociais (RUTH, 2022).
Portanto, para a interacao pratica entre humanos e robos, a ateng¢ao se concentra na construgao
de robos emocionalmente inteligentes.

A expressao facial (EF) ¢ uma das modalidades para o estudo das emog¢des humanas, e seus
conjuntos de dados (como imagens ou videos) sdo elementos essenciais para a construcao de
modelos. Um modelo de aprendizado de maquina ¢ orientado por dados. A obtengdo de
grandes conjuntos de dados rotulados para reconhecimento de expressdes faciais (REF)
apresenta muitos desafios, como disponibilidade, acesso aberto e responsabilidades éticas.

Uma rede neural convolucional (CNN) ¢ a arquitetura de tltima geragdo para reconhecimento
de expressoes faciais (FER), capaz de extrair caracteristicas de alto nivel de imagens e
proporcionar uma alta taxa de reconhecimento. Diversos modelos de visdo computacional
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(CV) muito profundos estdo disponiveis, treinados em conjuntos de dados de imagens
gigantescos, como o ImageNet, que contém mais de 14 milhdes de imagens de objetos. E
possivel aproveitar o conhecimento adquirido com esses modelos por meio da transferéncia
de aprendizado (pesos dos modelos), um processo conhecido como aprendizado por
transferéncia (TL). Varios modelos profundos diferentes estdo disponiveis para TL, com
arquiteturas, complexidades e tempos de inferéncia variados. Esses modelos sdo
supervisionados, ou seja, treinados com dados rotulados. O TL pode ser implementado com
um conjunto de dados que possua rétulos totalmente diferentes, como classes de objetos no
ImageNet ou classes de emogdes no FER, por meio de ajustes finos e da configuracdao de

hiperpardmetros conforme a necessidade.

Essencialmente, aqui, os modelos pré-treinados funcionam como extratores de caracteristicas,
incorporando representagdes de baixo nivel aprendidas de padrdes visuais, que sdo
transferiveis entre dominios visuais, como bordas, formas, gradientes e texturas. A medida
que a rede se aprofunda, as camadas profundas aprendem diferentes caracteristicas de alto
nivel e padrdes especificos da tarefa, essenciais para distinguir diferentes classes. Para
aprender variagdes sutis na classificacdo de expressdes faciais, congelar a maioria das
camadas pré-treinadas e reotimizar e treinar os ultimos blocos, camadas profundas ou apenas
a camada classificadora geralmente proporciona uma adaptagao eficaz. O ajuste/calibracdo de
hiperparametros, como taxa de aprendizado, otimizador, decaimento de peso e taxa de
dropout, ¢ igualmente crucial durante essa adaptagdo. Uma taxa de aprendizado menor pode
conservar os pesos pré-treinados. O decaimento de peso e o dropout ajudam a reduzir ou
evitar o sobreajuste. O aumento de dados pode aprimorar a generalizagdo. Assim, incorporar o
ajuste fino das camadas profundas e dos hiperparametros no aprendizado por transferéncia
proporciona uma adaptagdo eficiente de grandes modelos pré-treinados a novos e diferentes
conjuntos de dados rotulados.

Para tarefas de visdo computacional como FER (Reconhecimento de Expressdes de
Expressoes), o uso de TL (Aprendizado por Tempo) pode economizar muito esforco
computacional e fornecer melhores resultados de classificagio em comparagdo com o projeto
e treinamento de um modelo proprio (FENG & CHASPARI, 2020). Consequentemente, as
aplicagdes de TL estdo aumentando (AKHAND et al., 2021; ENGEL et al., 2025; ALSUBAI
ET AL., 2024; PAULCHAMY et al., 2025).

Este trabalho descreve como a Aprendizagem Temporal (TL) ¢ utilizada para construir
modelos de Reconhecimento de Expressdes Falsas (FER) ajustados aos conjuntos de dados
selecionados neste estudo. Este artigo estd organizado da seguinte forma: a Secdo 2 descreve
o conjunto de dados, os modelos e a metodologia utilizada para construir o modelo FER. A
Se¢do 3 apresenta a andlise e seus resultados. A Se¢do 4 conclui o artigo discutindo as
descobertas.

2. Materiais e Métodos

Esta secdo apresenta os modelos pré-treinados utilizados para os bancos de dados TL e FER
empregados neste trabalho, bem como a estratégia seguida para combind-los e realizar as
analises.

e O modelo de ultima gera¢do You Only Look Once (YOLO) foi proposto por Redmon
et al. (2016). Trata-se de um modelo simples e rapido, pois uma unica CNN ¢ treinada
em imagens completas. A arquitetura do modelo foi inspirada no GoogLeNet
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(Szegedy, 2014), onde o modulo Inception foi substituido por camadas de redugdo 1 x
1 seguidas por camadas convolucionais 3 X 3. Os modelos da familia YOLO
continuam a evoluir. Com treinamento minimo (ajuste fino), eles se adaptam mais
rapidamente a novos conjuntos de dados com rotulos totalmente diferentes. Devido a
sua velocidade, precisdo e tamanho, sdo uma escolha muito pratica para inferéncia em
tempo real. O modelo Yolovii-cls utilizado ¢ um modelo de classificagdo
desenvolvido por Jocher & Qui (2024) e disponivel no Ultralytics .

® As Redes Neurais Convolucionais Densamente Conectadas (DenseNet; HUANG et
al., 2017) aprimoraram o conceito de conexdes de salto introduzido na ResNet (HE et
al., 2016). Elas consistem em uma série de blocos densos. Cada bloco possui multiplas
camadas convolucionais interconectadas entre si, criando um padrao de conectividade
densa. Assim, todos os blocos obtém mapas de caracteristicas concatenados
reutilizaveis. Isso facilita um fluxo de gradiente mais suave durante a retropropagacao,
mitigando o problema do desaparecimento do gradiente e aumentando a estabilidade
do treinamento. A DenseNet possui diversas versdes. A DenseNetl61 utilizada
contém 4 blocos densos e 157 camadas convolucionais. Ela foi obtida a partir de
modelos PyTorch com pesos ImageNet.

Neste trabalho, foram utilizadas sete bases de dados, descritas a seguir. As duas primeiras
bases de dados sdo menores e do tipo encenado, gravadas em ambiente controlado. A primeira
contém expressdes faciais brasileiras, enquanto a segunda contém vistas laterais de rostos. As
trés seguintes sdo do tipo real, com imagens faciais coletadas da internet. As duas ultimas sao
bases de dados de video gravadas em ambiente controlado, e os frames de imagem foram
considerados apenas para duas emocdes, a fim de equilibrar o conjunto de dados combinado.

e Um banco de dados transcultural de expressdes faciais (TEJADA et al., 2022) foi
desenvolvido com voluntérios brasileiros (60) e colombianos (50) ndo atores enquanto
realizavam tarefas assistidas por computador. Ele contém 806 imagens para oito
emogdes: raiva, nojo, medo, felicidade, tristeza, surpresa e neutro, que sdo as sete
emocodes basicas, além da emocao de devassidao (ou zombaria).

e O banco de dados Karolinska Directed Emotional Faces ( KDEF ) [LUNDQVIST et al.,
1998] contém expressdes faciais de 70 participantes para sete emogdes basicas,
registradas a partir de 5 angulos diferentes (£90°). Este conjunto de dados possui duas
sessOes gravadas, totalizando 4900 imagens, mas 10 imagens estdo em branco, o que
estd documentado no banco de dados.

e MOLLAHOSSEINI et al. (2017) criaram um banco de dados AffectNet coletando
imagens da internet. Cerca de 420 mil imagens foram anotadas manualmente, e o
restante foi anotado pela rede neural ResNext, treinada com as imagens rotuladas. Um
total de 291.650 imagens foram categorizadas entre as sete emogdes basicas e o
desprezo.

e A equipe do Kaggle coletou imagens de expressdes faciais da internet para criar o banco
de dados FER2013 (GOODFELLOW, 2013). Ele contém um total de 35.887 imagens
para as sete emogdes basicas. Posteriormente, BARSOUM et al. (2016) aprimoraram os
rotulos usando métodos de crowdsourcing. A versdo aprimorada, FER+, contém 35.272
imagens para as sete emocgdes basicas. Além dessas, outras categorias incluem desprezo,
emocao desconhecida e auséncia de expressao facial.
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e Real-world Affective Faces ( RAF') (LI et al., 2017) foi construido coletando imagens
da internet. Ele possui dois conjuntos, um rotulado com sete emogdes basicas e outro
com 12 emogdes compostas. Neste trabalho, utilizamos apenas o conjunto com as
emocoes basicas.

o RAVDESS (LIVINGSTONE & RUSSO, 2018) ¢ um banco de dados audiovisual.
RAVDESS foi gravado com 24 atores profissionais para as sete emogoes basicas e para a
expressao de emogdes calmas. Neste trabalho, utiliza-se um conjunto de dados
exclusivamente em video, contendo fala com as sete emogoes basicas.

® (O CREMA-D ( Crowd-sourced Emotional Multimodal Actors) (KEUTMANN, 2015) ¢
um banco de dados audiovisual. O CREMA-D foi gravado com 91 atores de diversas
origens étnicas, expressando emocdes como raiva, nojo, medo, tristeza e neutras, com
intensidades baixa, média, alta e ndo especificada.

De todos os conjuntos de dados, foram consideradas apenas as imagens com as sete emogdes
basicas. Comecando pelos cinco primeiros bancos de dados, a Tabela 1 lista o nimero de
imagens por emog¢ao ¢ mostra o desequilibrio entre eles.

Para combinar esses bancos de dados, inicialmente cada banco de dados ¢ distribuido em trés
conjuntos: treinamento (80%), validacdo (10%) e teste (10%). Posteriormente, eles sdo
reorganizados de forma que o conjunto de treinamento contenha 20.645 imagens para cada
uma das emocgdes: raiva, felicidade, neutro, tristeza e surpresa. Para isso, as imagens foram
escolhidas aleatoriamente quando o conjunto de treinamento correspondente continha mais de
20.645 imagens; caso contrario, o nimero necessario de imagens foi transferido dos conjuntos
de validagcdo e teste para o conjunto de treinamento. Por exemplo, no AffectNet, 20.645
imagens foram escolhidas aleatoriamente para a emocao de felicidade, enquanto para a
emocao de surpresa, 100 imagens foram transferidas dos conjuntos de validacao e teste para o
conjunto de treinamento. Uma atencao especial foi dada ao banco de dados KDEF. Para evitar
vazamento de dados, as imagens de ambas as sessoes do mesmo ator foram mantidas juntas
em um Unico conjunto. Assim, os atores foram escolhidos aleatoriamente em vez das imagens
para serem distribuidas entre os trés conjuntos.

raiva nojo medor felicidade  neutro  tristeza surpresa
Transcultural 91 98 96 106 110 99 103
KDEF 700 694 699 700 698 700 699
AfectNet 25382 4303 6878 134915 75374 25959 14590
FER+ 3111 248 819 9355 12906 4371 4462
RAF 867 877 355 5957 3204 2460 1619
total 30151 6220 8847 151033 92292 33589 21473

Fonte: Produgdo do autor

Tabela 1 — Total de imagens de expressoes faciais por emogdo nos bancos de dados

A quantidade de imagens para as emocdes de nojo e medo € tdo baixa que, para atingir o
nimero necessario, as imagens foram extraidas dos bancos de dados RAVDESS e
CREMA-D, selecionando-se frames com frequéncia de um décimo de frames por segundo
dos videos. De cada video, os seis primeiros € os quatro ultimos frames foram descartados
para garantir a captura apenas da expressao emocional desejada. Para balancear o conjunto de
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validacdo, um numero necessario de imagens foi transferido do conjunto de teste para o
conjunto de validacdo. Com esse procedimento, obtivemos o conjunto de dados combinado
balanceado com 20.645, 700 e 128 imagens para cada emoc¢ao nos conjuntos de treinamento,
validagdo e teste, respectivamente.

3. Analise e Resultados

Para a andlise, foi utilizado o modelo nano Yolov11-cls com pesos pré-treinados no ImageNet,
executado em um servidor com sistema operacional Ubuntu 24.04.2 LTS e GPU (CUDA
12.9). O ambiente foi construido em Python 3.11. Duas estratégias de otimizacdo foram
avaliadas, ajustando-se as camadas profundas e variando-se os hiperparametros. Os melhores
resultados foram obtidos com

(a) Otimizador de descida de gradiente estocastico (SGD) com momento de 0,93, taxa de
aprendizado inicial de 0,003, decaimento de peso de 1x10° e dropout = 0,5. A
estratégia de aumento de dados padrao do algoritmo foi mantida. Apenas a ultima
camada (décima ’ foi descongelada para treinamento, a fim de aprender novas classes de
emocao.

(b) Otimizador AdamW com taxa de aprendizado de 0,001, decaimento de peso de 1x107
S, dropout = 0,5 e estratégia de aumento de dados padrio. As trés ultimas camadas do
modelo foram...

Both experiments were run for 50 epochs with a batch size of 64. All images were resized to
224 X224 pixels.

Com o modelo DenseNet161, a analise foi realizada em um servidor com sistema operacional
Ubuntu 20.04.6 LTS e GPU (CUDA 11.4). O Docker foi construido em Python 3.7 e PyTorch.
O modelo foi pré-treinado no ImageNet e adotado como extrator de caracteristicas. Para
otimiza-lo para a tarefa de reconhecimento de expressdes faciais (FER), sua camada de
classificagdo final foi substituida por uma nova camada de cabegalho de duas camadas,
composta por uma camada de dropout (p=0,4) para reduzir o sobreajuste, seguida por uma
camada totalmente conectada mapeando vetores de caracteristicas de 2208 dimensdes para 7
classes de emogao.

O desempenho ideal foi alcangado usando o otimizador SGD com momentum de 0,9, uma
taxa de aprendizado inicial de 1x10° ‘¢ uma taxa de decaimento de peso de 5x107° =, O
treinamento empregou a funcdo de perda de Entropia Cruzada e o agendador de taxa de
aprendizado por recozimento de cosseno. Os dois ultimos blocos densos foram ajustados por
30 épocas com um tamanho de lote de 64. Todas as imagens de entrada foram
redimensionadas para 224x224 pixels para atender aos requisitos de entrada do modelo. A
técnica de aumento de dados incluiu inversao horizontal aleatdria e uma pequena variagao de
cor para melhorar a generaliza¢do e reduzir o sobreajuste. A inversdo horizontal aplica uma
transformagdo geométrica que inverte a imagem ao longo de seu eixo vertical com uma
probabilidade dada (usada 0,5). A variagdo de cor modifica o brilho, o contraste, a saturacio e
a tonalidade aleatoriamente com uma probabilidade dada (usada 0,2).
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taxa de

A . . perda de . camadas/blocos
modelo otimizador aprendizagem impulso cair fora
c . peso descongelados
inicial
Yolovl1 Adam ultimas trés
\\% 0,001 - le-6 0,5 camadas
Yolovll ultima
SGD 0,003 0,93 le-5 0,5 camada
DenseNetl ultimos dois
61 SGD 0,0001 0,90 5e-5 0,4 quarteirdes

Fonte: Criacao do autor

Tabela 2 — configuracao dos modelos

Com todas essas configuracdes de modelos, apresentadas na Tabela 2, o treinamento foi
realizado. O conjunto de teste foi avaliado com o melhor modelo salvo. A Tabela 2 apresenta
as métricas da andlise e a avaliagdo do conjunto de teste. Além disso, as Figuras 1 e 3
apresentam o desempenho do treinamento dos modelos Yolovl1 com (a) otimizador SGD, (b)
otimizador AdamW e modelo DenseNetl61 com otimizador SGD, respectivamente. As
Figuras 2 e 4 mostram a avaliagdo do conjunto de teste com matriz de confusao: (a) Yolovll
SGD, (b) Yolovll AdamW e com modelo DenseNet161.

pontuacio tempo_de_inferéncia/im

modelo otimizador val acc teste_acc
- - test F1 agem
Yolov1l Adam
W 70,90% 71,00% 70,00% 0,0013 segundos
Yolovll SGD 66,17% 67,00%  67,00% 0,0011 segundos
DenseNet16
1 SGD 69,00% 69,00% 69,00% 0,0100 segundos

Fonte: Cria¢do do autor

Tabela 3 — Resultados da avaliagdo dos modelos nos conjuntos de validagéo e teste
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Figura 1 — Graficos de Perda de Treinamento vs. Precisdo de Validagdo e Validagégmf)ara 0
modelo Yolovl1 com otimizadores (a) SGD e (b) AdamW

Os graficos de perda e acurdcia do treinamento do modelo apresentados nas Figuras 1 e 3
mostram que a perda diminuiu gradualmente enquanto a acuracia aumentou. Ao final do
treinamento, atingiu-se um platd e, como a perda de validagdo seguiu a perda de treinamento
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com um valor ligeiramente maior, isso sugere que os modelos foram treinados de forma

otimizada.

A maior pontuacdo F1 nos testes, de 70%, foi obtida com o modelo Yolovll com o
otimizador AdamW. O segundo melhor resultado foi obtido com o modelo DenseNet, com
69%, ¢ com o Yolovll SGD, com 67%. O tempo de inferéncia demonstra a rapidez do
modelo Yolo. Ele levou, em média, apenas 1,1 a 1,3 ms por imagem, enquanto o modelo
DenseNetl61 levou 10 ms para avaliar a mesma imagem.
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igura 2 — Matriz de Confusdo da avaliagdo do conjunto de teste com o modelo Yolovl1l com otimizadores (a)
SGD e (b) AdamW
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Figura 3 — Grafico de Perda e Precisdo de
Treinamento vs. Validagdo com

Figura 4 — Matriz de Confusdo da avaliagdo do conjunto de
teste com o modelo DenseNet161 (SGD)

A matriz de confusdo mostra que todas as trés configuragdes de modelos conseguiram
reconhecer a emogdo de felicidade com mais frequéncia (>86%). Em seguida, a taxa de




Seminario em Tecnologia da Informacédo do Programa de Capacitacao Institucional (PCl) do CTI Renato Archer X
V Seminario PCIl - 202 5

reconhecimento diminui gradualmente para as emocgodes de tristeza, surpresa, raiva € neutra. A
menor taxa de reconhecimento foi obtida para as emog¢des de nojo e medo.

4. Discussao e Conclusao

Este trabalho apresenta experimentos de modelagem para reconhecimento de expressdes
faciais, andlises realizadas e resultados obtidos. Para a analise, encontramos apenas um
conjunto de dados de reconhecimento de expressdes faciais (FER) com expressdes faciais
brasileiras, e este ¢ muito pequeno. Identificar expressodes a partir da vista lateral (ou de perfil)
¢ um desafio e constitui um campo de pesquisa de interesse. Assim, o conjunto de dados
KDEF foi considerado, embora também seja pequeno e do tipo simulado. Portanto, para obter
uma variedade de caracteristicas faciais, foram escolhidos conjuntos de dados do mundo real.
A Tabela 1 lista o nimero de imagens por emogao incluidas nos bancos de dados utilizados. O
conjunto de dados apresenta um alto grau de desbalanceamento. Para evitar o viés de
desbalanceamento de classes, a estratégia de distribui¢do de dados entre os trés conjuntos e o
procedimento de aumento de dados implementado, que consiste na adigdo de imagens do
conjunto de dados de video, sdo descritos na se¢ao 2.

Para as analises, a técnica de Aprendizado por Tempo (TL) foi utilizada com dois modelos de
rede profunda: Yolovll e DenseNetl61. O ajuste fino e os hiperparametros escolhidos sao
descritos na secdo 3 e listados na Tabela 2. A pontuacdo F1 da avaliagdo do conjunto de teste
com ambos os modelos ¢ proxima: 70% para o Yolovll com o otimizador AdamW e 69%
para o modelo DenseNet161. Os modelos da série Yolo sdo reconhecidos por sua velocidade e
precisdo, o que se reflete nos tempos de inferéncia apresentados na Tabela 3. O tempo médio
de inferéncia com o modelo Yolovll ¢ de 1,2 ms, enquanto o modelo DenseNet requer 10 ms
para avaliar a mesma imagem nova ¢ ndo vista anteriormente. Isso sugere que o modelo
Yolovll ¢ mais adequado para avaliacdo e aplicagdo de Reconhecimento de Expressoes
Forenses (FER) em tempo real.

As Figuras 2 e 4 apresentam uma matriz de confusdo da avaliagdo do conjunto de teste. A
maior taxa de reconhecimento foi observada para a emog¢do de felicidade, onde 88% das
imagens identificaram corretamente a emo¢do. Embora tenhamos tentado reduzir o viés
devido ao desequilibrio de classes no conjunto de dados, a matriz de confusdo mostra um
cenario diferente. A taxa de reconhecimento para as emocdes de nojo e medo ¢ muito baixa.
Entre as cinco emogdes — raiva, felicidade, neutro, tristeza e surpresa — cujas imagens foram
obtidas de cinco bancos de dados diferentes, a menor taxa de reconhecimento foi de 70%.

Agora, passando para as duas emogdes restantes, nojo € medo, onde o equilibrio de classes foi
alcangado pela extracdo de frames dos conjuntos de dados de video, a taxa de reconhecimento
¢ muito baixa em comparagdo com as outras cinco emogdes. Isso implica que, embora o
equilibrio de classes seja alcancado pela extragdo de frames do conjunto de dados de video,
ele introduz diferentes tipos de vieses. Embora cada video tenha fornecido muitas imagens,
estas podem ter apresentado falta de diversidade em aparéncias faciais, intensidade de
expressdo, pose e iluminagdo. Isso pode ter causado sobreajuste no modelo e, portanto,
resultado em uma baixa taxa de reconhecimento. Outra observacgao ¢ a classificag¢ao incorreta
de emocgdes: medo ¢ classificado erroneamente como surpresa € nojo como raiva. Isso €
atribuido a similaridade entre as classes, visto que essas emocgdes compartilham algumas
caracteristicas comuns, como unidades de acao (DU et al., 2014).

Para estudar a associagao entre proximidade social e emog¢des humanas durante a interagao
humano-robd, este modelo pode servir como ponto de partida, especialmente para cinco
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emocgdes, com excecao de nojo € medo. Trabalhos futuros investigardo possiveis maneiras de
superar as limitagdes do presente estudo. Isso inclui obter mais imagens de expressoes faciais
de brasileiros, optar por emog¢des mais complexas ou menos intensas em vez de usar emogoes
basicas e aprimora-las.
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