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Abstract. This paper presents research on the application of machine learning
and deep learning techniques in open tabular databases. The study initially
focuses on the database made available by INCA (National Cancer Institute),
which contains information on millions of cancer patients from all over Brazil.
The focus was to investigate how to support health professionals in predicting
the patient's condition after the first treatment.

Resumo. Nesse artigo apresenta uma pesquisa sobre a aplicacdo de técnicas
de aprendizado de mdquina e aprendizagem profunda em bases tabulares
abertas. O estudo foca inicialmente na base de dados disponibilizada pelo
INCA (Instituto Nacional do Cancer), no qual contém informagoes sobre
milhées de pacientes com cancer de todo Brasil. O foco foi investigar como
apoiar profissionais de saide na predicdo do estado do paciente apds o
primeiro tratamento.

1. Introducao

Com os avancos tecnoldgicos atuais e o desenvolvimento de novos algoritmos mais
robustos de aprendizado de madquina, torna-se possivel detectar padrées nos quais a
andlise humana ndo € capaz de identificar. Nesse contexto, € possivel utilizar essas novas
tecnologias com foco em aplicagdes na drea da satde. Assim, € possivel prover a
sociedade uma oportunidade de aprimoramento, via tecnologia, da prevengdo, dos
cuidados e dos tratamentos para doengas graves tais como o cancer. Atualmente, a
quantidade de dados cresce exponencialmente, tornando vidvel o uso de ferramentas de
predicao que utilizam esses dados para tal.

Com isso, o advento dos big data e o uso de registros eletronicos de saide
permitem explorar solucdes para questdes de saide populacional, antes consideradas
invidveis. Além disso, a integracdo de dados clinicos e genotipicos em plataformas
unificadas possibilita a descoberta de novos padrdes biolégicos, promovendo um
entendimento mais amplo da progressdao de doencas [Ngiam & Khor, 2019].

Nesse sentido, utilizando uma base de dados fornecida pelo INCA (Instituto
Nacional do Cancer), contendo dados tabulares, foram aplicados diversos algoritmos de
aprendizado de mdquina por meio do método de aprendizado supervisionado. Com
objetivo de auxiliar na predicdo do estado final do paciente ao final do primeiro



XXVI Jornada de Iniciagdo Cientifica do Centro de Tecnologia da Informacédo Renato Archer - JICC 2024
PIBIC/CNPq/CTI - Outubro de 2024 — Campinas — Sao Paulo

tratamento do cancer, foram exploradas técnicas de aprendizado de maquina e
aprendizagem profunda. As técnicas que mais se destacaram incluem: XGBoost', um
algoritmo baseado em arvores de decisdo que aplica um gradiente descendente, no qual
cada 4rvore seguinte tende a corrigir os erros que as anteriores causaram. Tabnet?, uma
rede neural profunda que utiliza mecanismos de aten¢do, sendo capaz de identificar
entre um conjunto de dados as features mais relevantes. Catboost® é outro algoritmo que
combina arvores de decisdo com boosting por gradiente, otimizando o processo de
treinamento para lidar com dados categoéricos de modo eficiente.

O restante deste documento estd organizado da seguinte maneira: a se¢do 2
apresenta a base de dados, a secdo 3 detalha as técnicas aplicadas, incluindo
configuracdes, treinamento e resultados obtidos, por fim, a se¢do 4 conclui este artigo e
apresenta os proximos passos da pesquisa.

2. Base de Dados

A base de dados em questdo foi fornecida pelo INCA (Instituto Nacional do Cancer) e
conta ao todo dados de 2.973.447 pacientes, e foi disponibilizada no formato csv
(Comma-Separated Values) na internet.

2.1 Detalhamento da base de dados

Buscando uma redugdo de parametros incompativeis ou desnecessarios, um tratamento
inicial dos dados foi realizado, constituindo ao final um conjunto de 14 classes
utilizadas para a predicdo, que podem ser verificadas na tabela presente na secdo
Apéndice A. Para a classe alvo, onde o objetivo € determinar qual o estado final do

paciente, contava com os seguintes valores: (/) Remissdo completa, (2) Remissdo
parcial, (3) Doencga estdivel, (4) Doengca em progressdo, (5) Suporte terapéutico
oncologico, (6) Obito, (8) Nao se aplica e (9) Sem informacdo. A Figura 1 apresenta o
quantitativo inicial de pacientes por classe preditora.

! https://xgboost.readthedocs.io/
2 https://pypi.org/project/pytorch-tabnet/
? https://catboost.ai/
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Figura 1. Quantitativo inicial de pacientes por classe preditora

2.2 Classe previsora utilizada no treinamento do modelo

Na etapa de tratamento de dados optamos por remover os seguintes valores: (5) Suporte
terapéutico oncolégico, (6) obito, (8) Nao se aplica e (9) sem informagdo. Foi decidido
a remocao desses pois os valores (5) Suporte terapéutico oncoldgico, (8) ndo se aplica e
(9) sem informagdo mostraram-se imprecisos, enquanto o valor (6) 6bito nao havia
nimero substancial de casos, além disso foi considerado que essas classes removidas,
ndo se enquadram no escopo objetivo dessa pesquisa de prever o estado final do cancer.
Assim, para o treinamento dos modelos a classe preditora contou com: (0) remissdo
completa, (1) Remissdo parcial, (2) Doenga estdvel e (3) Doenca em progressdo. A

Figura 2 apresenta a quantidade de pacientes por classe preditora apds o tratamento de
dados.

Estado da doenga ao final do primeiro tratamento no hospital

count

estadofinal

Figura 2. Quantitativo de pacientes por classe preditora apds tratamento de dados.
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2.3 Desafios encontrados na Base de dados

Um problema relevante encontrado na base de dados foi a dominancia consideravel da
quantidade de dados com rétulo “Sem informacdo” . Esses dados ndo puderam ser
utilizados no treinamento, pois sdo equivalentes a valores nulos. Além disso, algumas
colunas de dados contavam com valores mistos e invalidos.

Ao todo o conjunto de dados conta com dados de cerca de 1.760.000 pacientes
com o rétulo sem informag¢do, em que mesmo apds aplicados testes utilizando
algoritmos de reconstru¢do de dados faltantes como o KNN (K-Nearest Neighbors), que
faz uso da proximidade entre os dados para estimar os valores ausentes, identificando os
k vizinhos mais préximos e substituindo o valor faltante pela média dos rétulos desses
vizinhos, os resultados nao foram satisfatérios. Diante disso, optou-se pela remocado
desses registros. Assim, os treinamentos foram realizados com cerca de 40% do
conjunto de dados original (Figura 2).

3. Técnicas Aplicadas

Conforme supracitado, os algoritmos que tiveram melhores resultados em testes
preliminares sao o XGboost, Tabnet e Catboost. O uso desses algoritmos é detalhado
nesta secdo. Foram utilizadas técnicas de buscas em hiperparametros, a fim de se
encontrar a melhor combinagdo de valores para a constru¢do do modelo. Em especifico
a busca Bayesiana. Essa abordagem ajusta os parametros iterativamente, avaliando os
resultados obtidos em cada etapa, priorizando dentro do espaco de busca, regides mais
promissoras, com base nos resultados obtidos a cada iteracdo, reduzindo tentativas em
areas que provavelmente nio encontrardo uma solu¢ao adequada. O processo de busca é
otimizado, o que leva a encontrar os parametros que fornecem uma solucao satisfatéria
mais rapidamente.[Gorodetski, 2021].

O método BayesSearchCV pertencente 2 biblioteca Python scikit-optimize* foi
utilizado para este fim.

3.1 Divisao de dados e Tratamento de atributos categéricos

A divisdo utilizada foi de 10% dos dados para o teste (Figura 3), o restante foi utilizado
para treinamento e validag¢ao cruzada.

X_train, X _test, y train , y_test = train_test split(X, y, test_size = 8.18, random_state = 8)

Figura 3. Separacio de dados para teste.

O tratamento de atributos categdricos foi aplicado as features TNM e
estadiamento clinico do tumor pois sdo categdricas e apresentam muitos valores

* https://scikit-optimize.github.io/
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distintos e ndo ordinais respectivamente 302 e 5/. Conforme apresenta a Figura 4, o
encoder (codificador) utilizado foi o TargetEncoder. Esse encoder realiza a
transformagao com base no conjunto de treino, aproveitando a relagdo entre os atributos
categéricos e a classe previsora. Em seguida (Figura 5) foi usado o algoritmo
StandardScaler, no qual faz uma modifica os dados para que tenham média zero e
desvio padrao um.

from category encoders.target encoder import TargetEncoder
encoder = TargetEncoder(cols=["tnm", adiam'])

X train = encoder.fit transform(X train,y train)
X test = encoder.transform(X test)

Figura 4. Trecho de programa para codificar (encoder) os atributos categoricos.

from sklearn.preprocessing import StandardScaler

scaler = StandardScaler()

X train sc = pd.DataFrame(scaler.fit transform(X train), columns=X train.columns)
X _test sc = pd.DataFrame(scaler.transform(X_test), columns=X_test.columns)

Figura 5. Trecho de programa para ajuste da escala de c6digos.

3.3 XGboost

Para o XGboost, a fim de determinar uma boa combinacdo de hiperparimetros, foi
construido um espaco de busca (Figura 6), combinado com a biblioteca scikit-optimize,
onde usou-se o método BayesSearchCV que implementa a otimizacdo bayesiana de
busca sobre os hiperparametros (Figura 6).

estimators =

("clf', xGBClassifier(random state = 8))
]
pipe = Pipeline(steps=estimators)
search_space = {

uniform'),

¥

opt = BayesSearchCV(pipe, search_space, cv=3, n_iter=100, random_state=8)
opt_result = opt.fit(X_train_sc.values, y train.values)

best_model = opt_result.best estimator_

Figura 6. Configuracao do espaco de busca e ajuste de hiperparametros para o XGboost

Apdés a realizacdo do treino, verificou-se que os melhores parametros
encontrados para o XGboost, foram: colsample_bylevel = 1.0, colsample_bynode = 1.0,
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colsample_bytree = 1.0, gamma = 0.0, learning_rate = 0.5966432489601267,
max_depth = 8, reg_alpha = 10.0, reg_lambda = 0.0, subsample = 1.0

Com essa configuragdo foi obtida a acurdcia de 0,696. A Figura 7 apresenta o
relatorio com as métricas de precisdo, revocacdo e F1Score por classe (lado esquerdo),
bem como a matriz de confusdo para o algoritmo XGboost (lado direito).

XGBClassifier Classification Report
10

3: Doenca em progressao 0.380 0452 20724 XGBClassifier Confusion Matrix

0
2 : Doenca estavel 0685 0783 0731 88581 .

1: Remissao parcial 0.314 0413 23090

02
0: Sem evidencia da doenga 0753 0817 0784 93680
3
0.0

3
s & & s
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Figura 7. Relatério de métricas obtidas e matriz de confusdo para o algoritmo XGboost

Para a verificacdo da qualidade do modelo, também foi utilizada a métrica AUC,
obtida através do calculo da drea sob a curva ROC, a qual € construida tracando a taxa
de verdadeiros positivos (TPR) contra a taxa de falsos positivos (FPR) para diferentes
limiares de decisdo. Valores de AUC proximos a 1 indicam que o modelo consegue
separar os verdadeiros positivos dos falsos positivos [ Avelar, 2019].

Para tal foi aplicada a técnica One vs Rest (OvR), que transforma problemas de
classificacdo multiclasse em classificacdo bindria, onde € escolhida uma classe de
interesse, colocando-a contra todas as outras, essas sao agrupadas como resto.

A Figura 8 apresenta as curvas AUC e a Tabela 1 os valores por classe usando
OvR para o algoritmo XGboost. Tais figuras foram construidas a partir dos scripts em
python disponibilizado por Trevisan (2022).


https://medium.com/@vinicius_trevisan?source=post_page-----294fd4617e3a--------------------------------

XXVI Jornada de Iniciagdo Cientifica do Centro de Tecnologia da Informacédo Renato Archer - JICC 2024

PIBIC/CNPg/CTI - Outubro de 2024 — Campinas — Sédo Paulo

0
40000 4 7] [ Class: 0 120000 4
[ Rest
330001 100000 4
30000 4
80000 4
25000 4
€ €
5 5
3 20000+ & 60000+
15000
40000
10000
20000 4
5000 -
o u y y ¥ + 0
00 02 04 06 08 10
P(x =0)
ROC Curve OvR
1.0 1.0
0.8 0.8
2 2
& e
= 0.6 T 06
H H
% 041 % 04
E] 3
= =
0.2 0.2
0.0 0.0
00 02 04 06 08 10
False Positive Rate

1 2 3
40000
| 3 Class: 1 m 3 Class: 2 m [ Class: 3
[0 Rest 35000 [0 Rest 100000 3 Rest
30000 80000
25000
H 20000 £ 60000
8 8
15000 40000
10000
20000
5000
t T T T T 0 g t t g T 0 d d T T T
0.0 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10
Px=1) Px=2) P(x = 3)
ROC Curve OVR ROC Curve OvR ROC Curve OVR
10 10
08 0.8
2 2
& e
< 06 =06
H H
2 04 S 04
= =
S5 =
02 02
0.0 0.0
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10

False Positive Rate

False Positive Rate

False Positive Rate

Figura 8. Curvas AUC para o algoritmo XGboost

Tabela 1. Resultado da medida AUC por classe para o algoritmo XGboost

ROC AUC OvR

0. remiss@o completa

0,9049

1.Remissao parcial

0,8488

2.Doencga estavel

0,8703

3.Doenga em progressao

0,8569

average ROC AUC OvR:

0,8702

3.4 Tabnet

Para a rede neural profunda Tabnet foi utilizado o otimizador Adam, unido a um espacgo
simples de busca, de forma a reduzir o esfor¢co computacional durante o treinamento.

Novamente, foi necessario realizar a busca em hiperparametros através do método
BayesSearchCV (Figura 9).




XXVI Jornada de Iniciagdo Cientifica do Centro de Tecnologia da Informacédo Renato Archer - JICC 2024
PIBIC/CNPq/CTI - Outubro de 2024 — Campinas — Sao Paulo

estimators = [

fier(optimizer fn=to
scheduler_params

scheduler_fn=tor

(steps=estimators)

‘entmax’]),

opt Y V(pipe, search_space, cv=2, n_iter-n_iter, scoring="a , random_state=8)
opt_result = opt.fit(X train_sc.values
clf s in_sc.values, y train), (X_test_sc.values, y test)],
clf__eval name !
best model = opt_result.best_estimator_

Figura 9. Configuragao do espaco de busca e ajuste de hiperparametros para a Tabnet

Apdés a realizacio do treino, verificou-se que os melhores parametros

encontrados para a Tabnet, foram: clip_value = 4.4440484076201185 , gamma =

1.7612392999500042, lambda_sparse = 0.0, mask_type = “entmax”’, momentum =
0.3687172834647959, n_a = 64, n_d = 8, independent = 2, n_shared = 2, n_steps = 3.
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Figura 10. Relatério de métricas obtidas e matriz de confusdo para a Tabnet

Com essa configuracdo foi obtida a acuricia de 0,636. A Figura 10 apresenta o
relatorio com as métricas de precisdo, revocacdo e F/Score por classe (lado esquerdo),
bem como a matriz de confusao para a rede neural profunda Tabnet (lado direito).

A Figura 11 detalha a fun¢do de perda, que estd diretamente relacionada a taxa
de aprendizado durante o treinamento.
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Figura 11. Funcdo perda durante o treinamento da Tabnet.

A Figura 12 apresenta as curvas AUC e a Tabela 2 os valores por classe usando
OVR para a Tabnet.
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Figura 12. Curvas AUC para a Tabnet
Tabela 2. Resultado da medida AUC por classe para a Tabnet

ROC AUC OvR

0. remissao completa 0,8652

1.Remissao parcial 0,7777

2.Doenca estdvel 0,8151

3.Doenga em progressao 0,8237

average ROC AUC OvR: 0,8204
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3.

Devido a grande quantidade de hiperparametros presentes no algoritmo Catboost, foi
usado, durante o treinamento, novamente a otimizacdo de busca BayesSearchCV da
biblioteca scikit-optimize. Nesse caso, foi realizado uma validac¢do cruzada de 2, e uma

5 Catboost

quantidade de iteracdes para busca do melhor modelo de 100.

Assim os melhores hiperparametros obtidos foram: bagging_temperature
border_count = 100, depth = 10, iterations = 4000, [2_leaf reg = 2, learning_rate =

CatBoostClassifier

pipe = Pipeline(steps=estimators)
search space [

opt_result = opt.fit(X train_sc.values
best_model = opt_result.best estimator_

y_train)

/", random_state=8)

Figura 13. Configuracdo do espaco de busca e hiperparametros para a Catboost

0.05180818662890271, random_strength = 1e-09

Com essa configuracio foi obtida a acurdcia de 0,693. Figura 14 apresenta o
relatério com as métricas de precisdo, revocacdo e F1Score por classe (lado esquerdo),

bem como a matriz de confusio para o algoritmo Catboost (lado direito).
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Figura 14. Relatério de métricas obtidas e matriz de confusdo para a Catboost
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A Figura 15 apresenta as curvas AUC e a Tabela 3 os valores por classe usando
OVR para o algoritmo Catboost.
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Figura 15. Curvas AUC para o algoritmo Catboost

Tabela 3. Resultado da medida AUC por classe para o algoritmo Catboost

ROC AUC OvR
0. remissao completa 0,9054
1.Remissdo parcial 0,8488
2.Doenca estivel 0,8710
3.Doenca em progressao 0,8581
average ROC AUC OvR: 0,8708

4.Conclusao

Algoritmos de aprendizado de maquina e aprendizagem profunda podem ser
empregados para auxiliar profissionais de satde no diagnéstico e tratamento de doencas.
Este artigo apresentou estudo com técnicas para auxilio a predi¢cdo do estado final de
pacientes de cancer depois do primeiro tratamento usando a base de dados tabular aberta
do INCA. Os resultados confirmam o potencial desta abordagem, com destaque as
técnicas de Catboost e 0 XGBoost, apresentando métricas AUC média por volta de 0,87.

A dificuldade enfrentada nos modelos para aumentar os resultados nas classes 1
e 3 pode estar relacionado em essas serem as classes minoritdrias, mesmo com auxilio
da técnica de oversampling no conjunto de treinamento. Estudos adicionais sdo
necessarios para lidar com este desbalanceamento. Entre os problemas enfrentados para
a realizacdo desta pesquisa destaca-se o desafio em lidar de maneira adequada com as
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varias caracteristicas e especificacdes dos dados contidos nesta base de dados, uma vez
que determinados atributos contavam com informacdes referentes a drea da satde, sendo
necessario um conhecimento multidisciplinar para esse trabalho.

Outro fato importante, é que uma grande quantidade da base de dados ndo foi
utilizada devido a quantidade dominante de valores nulos na classe previsora,
dificultando a coleta de dados explicativos para a aprendizagem do modelo. Com isso, é
necessario continuar buscando maneiras de contornar problemas do conjunto de dados,
no qual uma alternativa a ser investigada € o aprendizado semi-supervisionado, em que
€ possivel realizar o treinamento com dados faltantes [Arik & Pfister, 2020] por meio da
rede Tabnet.

Por fim, apds a realizagdo dessa pesquisa € importante destacar a possibilidade
de integracdo de um modelo preditivo de inteligéncia artificial, dentro do dominio da
oncologia. Isso pode ser viabilizado através do desenvolvimento de um aplicativo ou
website em que o usudrio pode inserir as informacdes necessdrias para a predicdo e
receber os resultados gerados pelo modelo. Esse método tem o potencial de auxiliar
profissionais responsdveis pelo tratamento de cancer, oferecendo informacdes uteis
sobre o possivel desenvolvimento da doenga

Como trabalho futuro, também é proposto o uso de outras técnicas e
arquiteturas, bem como expandir o estudo para outras bases abertas.
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Apéndice A

Tabela 4. Identificacdo das varidveis preditoras utilizadas para o processo de

treinamento

Classe

preditora Descrigao Categorias/Cédigos
Sexo Género do paciente 1. Masculino, 2. Feminino
1. Branca, 2. Preta, 3. Amarela, 4. Parda, 5. Indigena,

Raga/Cor Cor/etnia declarada 9. Sem informagéao
Clinica de
inicio do Clinica onde o

tratamento |tratamento foi iniciado |Codificagdo da tabela de clinicas do SisRHC

Historico

familiar de Historico de cancer na

cancer familia 1. Sim, 2. Nao, 9. Sem informacéao

Historico de

consumo de [Histérico de consumo 1. Nunca, 2. Ex-consumidor, 3. Sim, 4. Nao avaliado,
alcool de bebida alcodlica 8. Nao se aplica, 9. Sem informacgao

Histérico de

consumo de [Histérico de consumo 1. Nunca, 2. Ex-consumidor, 3. Sim, 4. Nao avaliado,
tabaco de tabaco 8. Nao se aplica, 9. Sem informacgao

Localizagéo

primaria do |Localizagao inicial do

tumor tumor Caddigo da CID-O (3 digitos)

Estadio

clinico Codificagao estadio

(TNM) clinico (TNM) Codificagdo TNM

Estadio clinico do tumor
Estadiament |segundo a classificagdo
o clinico TNM Codificagao de grupamento TNM

Primeiro Primeiro tratamento 1. Nenhum, 2. Cirurgia, 3. Radioterapia, 4.
tratamento [hospitalar Quimioterapia, 5. Hormonioterapia, 6. Transplante de
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recebido medula éssea, 7. Imunoterapia, 8. Outras, 9. Sem
informacéao

Ocupacao Codificagao da Tabela do Cddigo Brasileiro de

principal Codificacao trabalhista |Ocupacdes

Idade na

primeira

consulta Idade Valor inteiro

Dias apos a

primeira Tempo apds a primeira

consulta consulta (em dias) Valor inteiro

Tipo

histologico |Classificagado

do tumor morfolégica do tumor Codificagao da morfologia do tumor pela CID-O




