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Abstract. The objective of the project is related to the use of multimodal

information to detect personality traits of people through machine learning
techniques. The Big Five model was used for personality description; this
model is used to help predict behavior as well as personality. From the
exploration of datasets, the Chalearn lap 2016/2017 dataset was selected. In
conclusion, taking into account the sequential characteristic of the input
information, a machine learning model based on the Transformers architecture
is proposed for the classification into extroversion and non-extroversion.

Resumo. O objetivo do projeto estd relacionado ao uso de informacoes
multimodais para detectar tracos de personalidade de pessoas através de
técnicas de aprendizado de mdquina. Utilizou-se o modelo Big Five para a
caracterizacdo de personalidade; este é usado para ajudar a prever o
comportamento, bem como a personalidade. A partir de um levantamento de
datasets, foi selecionado o conjunto de dados Chalearn lap 2016/2017. Por
fim, levando em conta a caracteristica sequencial das informagoes de entrada,
propoe-se um modelo de aprendizado de mdquinas baseado na arquitetura
Transformers para a classificacdo em extroversao e ndo-extroversao.

1. Introducao

O projeto executado tem como base o trabalho First Impressions: A Survey on
Vision-Based Apparent Personality Trait Analysis', no qual os autores discutem os
principais aspectos relacionados a predi¢do de tracos de personalidade.

Tragos de personalidade s@o um modelo eficiente e muito adotado para a
descricdo da personalidade de individuos; consistem em uma definicio e em uma
medida, sendo modelos adequados para aplicacdo de técnicas de aprendizado de
madquina e de aprendizado profundo.! O modelo de tragos adotado no presente estudo
foi o Big Five, um dos mais utilizados na Psicologia. Ele descreve a personalidade
humana em 5 diferentes tracos: extroversdo, a agradabilidade, a abertura, a
conscienciosidade e o neuroticismo®!,

Descrever a personalidade de um individuo, a partir deste angulo, traduz-se em
medir o quanto cada trago citado acima o representa. E uma tarefa muito estudada por
psic6logos e, até entdo, a aplicacdo de questiondrios € o método mais utilizado para este
fim®. Devido a isso, a predi¢cdo da personalidade real, nome dado aquela definida por
uma equipe de profissionais de psicologia capacitada e autorizada para tal, torna-se uma
tarefa muito dificil. Por conseguinte, muitos trabalhos de estimacdo de personalidade
(personality computing em tradugdo livre) focam na predi¢do da personalidade aparente,
ou primeiras impressdes: a personalidade de um observado apreendida por um
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observador. A personalidade aparente apresenta duas principais caracteristicas que
devem ser mantidas em mente: primeiro, é subjetiva (pertence ao observador) e,
segundo, surge durante a primeira interacdo observador-observado (estudos apontam
que pode ser definida em um vislumbre tdo curto quanto 100ms).

A predi¢do de primeiras impressdes € uma tarefa bastante dificil devido ao
cariter subjetivo do julgamento dos dados. Assim, um dos principais desafios da
rotulagem dos dados € atribuir uma pontuagdo para cada trago a partir das andlises feitas
pelos observadores. N@o hd padrdo para a anota¢do dos dados. Dependendo da técnica
de rotulagem, os resultados podem mudar bastante. A comparacdo emparelhada
(comparar cada imagem em algumas dimensdes ao invés de classificd-las
individualmente) parece ser um bom método para a reducio de tendéncias/preconceitos
na rotulagem de dados. A escolha de um conjunto de dados para o treinamento de um
modelo € o desafio inicial.

2. Escolha de Dataset

Considerando os aspectos supracitados, estudou-se os conjuntos de dados apresentados
na survey''! e, para a realizagido de experimentos, o conjunto de dados selecionado para
o trabalho foi o Chalearn lap 2016/2017. Este conjunto consiste em um total de 10.000
clipes curtos, de cerca de 15 segundos cada, coletados a partir de videos no YouTube.
Para cada clipe, foram atribuidos rétulos continuos no intervalo de 0 a 1 para cada um
dos tracos de personalidade do Big Five e uma pontuacio interview, de 0 a 1, que indica
a probabilidade do individuo do video ser convocado para uma entrevista de emprego.
Além dos clipes, hd também anotagdes de género (Male ou Female) e de etnia (Asian,
Caucasian ou African-American) dos individuos presentes nos videos. Estas ultimas
anotagdes foram utilizadas para realizar investigacdes de vieses no dataset'®,

Os clipes do dataset foram coletados a partir de quase trés mil canais do
YouTube diferentes. De cada video, foram extraidos clipes curtos, com um maximo de
seis clipes por video, que foram utilizados no dataset.

A seguir, cada clipe passou por um processo de rotulagem. E importante
ressaltar que os videos que foram utilizados como fonte dos clipes do dataset passaram
por um processo de filtragem. Em resumo, s6 foram usados videos que cumpriam os
seguintes requisitos:

Uma unica pessoa deve aparecer no video;

Boa qualidade de dudio e imagem:;

Somente inglés;

Somente pessoas acima de 13/15 anos;

Pouca movimentagdo de camera;

Sem conteddo adulto, violento ou nudez;

Pode ter pessoas ao fundo além do falante, mas devem ser facilmente
discerniveis do mesmo;

Sem propagandas;

Sem mudangas abruptas de imagem ou de dudio.
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Ap6s essa etapa de selecdo dos videos e da extracdo, os clipes passam por um processo
de rotulagem baseado em crowdsourcing. Para isso, foi utilizada a plataforma online
Amazon Mechanical Turk (AMT), com miiltiplos votos por video. Os votos foram feitos
por meio de comparagdo emparelhada e a pontuagdo final de cada rétulo é definida por
um modelo BTL[3]. Um aspecto importante para o processo de rotulagem é que os
pares de videos sdo selecionados por um algoritmo de Small-World™, que geram grafos

Sao Paulo

com alta conectividade, evitando regides que ndo estejam conectadas.

Cada participante recebe um par de videos e, apds assisti-los, deve votar em cada

um dos aspectos que serd rotulado (Figura 1).
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Please assign the following attributes to one of the videos:

Friendly (vs. reserved) Left
Authentic (vs. self-interested) Left
Organized (vs. sloppy) Left
Comfortable (vs. uneasy) Left
Imaginative (vs. practical) Left

Who would you rather invite for a job interview?

Left Don't know

Submit | Skip |

Figura 1. Interface de avaliacdo dos videos.””

Por fim, com os resultados da votacdo, a cada um dos tracos € atribuida uma

Don't know
Don't know
Don't know
Don't know
Don't know

Right

pontuagdo de 0 a 1, como nos exemplos da Figura 2.
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Agreeableness
Authentic Self-interested

-

0.9230 0.9340 0.1098 0.0879
Conscientiousness

PPY

0.1068

Extraversion

0.9158 0.9252 0.0521 0.0933
MNeuroticism

~ Comfortable

0.9585

Openness

Practical

0.9582 0.0549 0.1113

Figura 2. Exemplos de pontuacodes altas e baixas para cada um dos tracos de
personalidade do Big Five.?

Apesar de criticas levantada pela coorientadora e pela orientanda de psicologia
do projeto sobre o dataset (principalmente no que se refere a pergunta apresentada aos
votantes: comentou-se que a descri¢do apresentada dos tragos ndo necessariamente
condiz com os tracos em si), optou-se por trabalhar com estes dados, pois é o maior
conjunto de dados com entradas multimodais sobre o tema até o presente momento.
Assim, a ideia € estudar modelos de aprendizado de maquina que, a partir de videos,
retornem uma descri¢do da personalidade aparente de um individuo seguindo o modelo
Big Five.

3. Proposta e Implementacio de um Modelo

O problema discutido no presente trabalho apresenta como entrada dados multimodais:
videos e transcri¢des de fala. Pensando na faceta do processamento de uma sequéncia de
imagens (frames extraidos de cada clipe), o problema apresenta dois desafios: o
processamento de imagens e o processamento de informacgdes sequenciais. Isto posto,
uma das formas de abordar este desafio € pensar em um modelo que combine
Convolutional Neural Networks (CNN) (para o processamento de imagem) e Recurrent
Neural Networks (RNN) (para o processamento da informacdo sequencial). Essas
particularidades, principalmente o carater sequencial da informacao de entrada, d4 pistas
de que um modelo baseado em Transformers possa ser um bom caminho a ser
seguido.!”
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Transformer é um modelo que surge inicialmente como uma proposta para o
Processamento de Linguagem Natural (PLN), mas que cada vez mais vem sendo
utilizado em outras dreas relacionadas ao aprendizado de madquinas, inclusive o
processamento de imagens. Uma de suas principais caracteristicas é a sua capacidade de
apreender a relacdo entre os elementos de uma sequéncia.

Para um primeiro experimento, trabalhou-se somente com o trago de extroversiao
e propds-se um modelo baseado em Transformers com saida bindria, sendo 1 quando o
individuo do video de entrada é considerado extrovertido e 0 caso contrdrio.

O modelo proposto recebe como entrada um clipe curto e o seu respectivo
rétulo. Em um primeiro momento, é extraido um nimero de frames, a ser definido, de
cada video. Cada frame é passado por uma instancia da rede neural EfficientNet BO sem
a camada de saida. Esta rede, que é pré-treinada, € utilizada como extratora de
caracteristicas dos frames. Por fim, o tensor de caracteristicas dos frames do video de
entrada é submetido a uma andlise de componentes principais (PCA) para a redugdo de
dimensionalidade. Ao fim deste processo, tem-se, para cada video de entrada, um tensor
da forma (N_FRAMES, PCA_DIM), onde N_FRAMES ¢ o nimero de frames extraido
de cada video e PCA_DIM € a dimensionalidade do vetor de caracteristicas extraido de
cada frame apds a sua submissao ao conjunto EfficientNet BO + PCA.

Esse tensor extraido dos videos €, entdo, utilizado como entrada para uma rede
Transformer. A rede utilizada para a classificagdo € baseada em Paul, 20217 possui
uma camada de positional embedding seguida de um transformer encoder. A camada de
positional embedding ¢é importante para marcar a informacao de ordem nos frames do
video, permitindo que a relagdo temporal possa ser aprendida pelo modelo. O
transformer encoder se manteve fiel ao implementado no artigo supracitado.

Para o treinamento, primeiro utilizou-se uma versdo reduzida do dataset: os
videos dos primeiro e dltimo quartis referentes a extroversao. Individuos presentes em
videos do primeiro quartil sdo considerados ndo extrovertidos (saida igual a 0) e, em
videos do ultimo quartil, sdo considerados extrovertidos (saida igual a 1). Adotou-se
essa abordagem para a experimenta¢do inicial pois espera-se que a andlise dos extremos
seja facilitada, permitindo uma avalia¢do inicial da proposta de modelo.

Com este dataset modificado, realizou-se uma série de treinamentos variando
diversos hiperpardmetros do modelo e também alterando questdes estruturais do
modelo. Como hiperparametros, foram variados o nimero de frames extraidos de cada
video e a dimensionalidade final do vetor de caracteristicas de cada imagem. Assim,
encontrou-se que a configuracdo que apresenta os melhores resultados de classificacio
para o conjunto de dados € N_FRAMES = 20 e PCA_DIM = 2048. Os resultados, para
esta configuracdo, estdo apresentados nas Figuras 3, 4 e 5.
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Figura 3. Acuracia do modelo nos conjuntos de treino e de validacao conforme
época de treinamento.
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Figura 4. Curva ROC do modelo para o conjunto de treinamento.
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Figura 5. Curva ROC do modelo para o conjunto de validacao.

Percebe-se que o modelo parece ser robusto o suficiente para apreender os
padrdes dos frames e, por fim, realizar a classificacdo desejada. Entretanto, em todos os
testes, o modelo se sobreajustou ao conjunto de treinamento, possuindo uma acuricia
reduzida no conjunto de validacdo. Assim, foram realizados outros testes com o objetivo
de lidar com o sobreajuste. Nestes testes, foram experimentadas diversas estratégias de
regularizagdo com diversos parametros, além de diversas estratégias de dropout.
Entretanto, ndo obteve-se melhorias significativas no sobreajuste. Apesar do resultado
ndo tdo satisfatério, o modelo parece promissor para lidar com o problema e pretende-se
agora treind-lo no conjunto completo de dados de treinamento; este aumento do nimero
de dados de entrada pode ser um fator importante para lidar com o sobreajuste.

4. Conclusao

O trabalho apresentado trata da predicdo de primeiras impressdes do traco de
personalidade de extroversdo através de videos curtos. Por meio do estudo de datasets,
foi selecionado o dataset Chalearn para estudo. Além disso, conseguiu-se propor um
modelo baseado em uma arquitetura ainda ndo muito explorada para o tema. O modelo
foi capaz de predizer de maneira satisfatoria se uma pessoa em um video pode ser
considerada extrovertida ou ndo-extrovertida. Apesar do sobreajuste ao conjunto de
treinamento, os resultados obtidos indicam que o modelo implementado pode ser
adequado para a abordagem do problema.

Por fim, pretende-se iniciar o treinamento do modelo, apds as experimentacoes
no conjunto de dados reduzido descrito anteriormente, com todo o conjunto de
treinamento do dataset. A tarefa continua sendo a classificacdo bindria extroversao/nao
extroversdo. Para definir a saida de cada video, pretende-se utilizar o threshold
recomendado pelo artigo do dataset'”: rétulos acima de 0.5 em extroversio sdo
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considerados extrovertidos (1) e abaixo deste limiar sdo considerados nio extrovertidos
(0). Além disso, pretende-se iniciar o treinamento do modelo para a predi¢do dos outros
tracos de personalidade do Big five.
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