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We study the evolution of cooperation in evolutionary sglatiames when the payoff correlates with the
increasing age of players (the level of correlation is sebufh a single parametesy). The demographic
heterogeneous age distribution, directly affecting thie@me of the game, is thus shown to be responsible for
enhancing the cooperative behavior in the population. ttiqudar, moderate values of allow cooperators not
only to survive but to outcompete defectors, even when tim@tation to defect is large and the standard; 0
model does not sustain cooperation. The interplay betwetsrdgeneity and noise is also considered, and we
obtain the conditions for optimal levels of cooperation.

PACS numbers: 02.50.Le, 87.23.-n, 89.65.-s

I. INTRODUCTION After the seminal ideas of Axelrod [2] and Nowak and
May [13], the role of spatial structure, and its various un-

The emergence and maintenance of cooperation amorféfrlying promoting mechanisms, in evolutionary games have
self-interested individuals is a challenging problem amehe: ~ b€€n intensively explored. Among the many identified con-
ample of a social dilemma in which individual, local inter- ditions [5] under which cooperation can be sustained or en-
ests are inconsistent with collective, global benefitsdigi  hanced, we have the presence of mobile agents [18-22]; het-
within the interdisciplinary field of evolutionary game the €rogeneous activity [23-25] or social diversity [26, 27nc
ory [1], this puzzle benefits from techniques borrowed fromPlex networks [28-34]. Furthermore, the facilitation effe
biology, sociology, economy, computer sciences and eveff reward mechanism [35], partner selection [36], environ-
physics [1-6]. A simple, paradigmatic model to study thement influence [37, 38] and dlﬁgrenqgs in evolutlo.nary time
problem of cooperation is the Prisoner’s Dilemma (PD) gamécales [39, 40] have also been identified as boosting mecha-
which has attracted much attention, both theoretical and ex1isms for cooperation. Other traits may adaptively coeolv
perimental [7-12]. In its basic version, two players simult @long with the strategy distribution of the population, las t
neously have the choice between cooperation and defetttion. N€twork topology or the evolution rule, what can further en-
both cooperate (defect) they receive the rewithe punish- ~hance cooperation [41-47]. In Ref. [48], the strategy trans
mentP). If, however, one player chooses cooperation whilefer capability was allowed to evolve from a non-preferentia
the other defects, the later gets the temptafioand the for- ~ S€tup, attaining an optimal state that maximizes coopmrali
mer is left with the sucker's payof. These payoffs satisfy Allowing both the spatial topology and the strategy updatin
the rankingl’ > R > P > S and2R > T + S, thus defec- 0 coevolve [49, 50], cooperation is also largely enhanced.
tion optimizes the individual payoff, in spite of the facath ~Perc and Szolnoki[26] introduced a mapping from the pay-
mutual cooperation could yield a higher collective benéit. ~ Off into the fitness through a random, quenched rescaling fac
the other hand, whefi > R > S > P, the so called Snow- tor to take into account extrinsic factors to each agentirfjd
drift (SD) game, it is worth to cooperate, whatever the oppothat some distributions (e.g., power-law) of such factoegm
nent does, and thus the number of cooperator-defector paif§€atly promote cooperation. Such a variability may be re-
increases. To overcome this dilemma and avoid exploitatiofted to the age structure of a population, affecting it
by defectors, several mechanisms have been proposed, amdt@pabilities when accessing risks, competing, sociajinn

them, network reciprocity in the presence of persistentiaspa 9enerating offspring. Particular examples are reputatiam
correlations [13-17]. natural and social skills that, on average, increase alifeg |

time and are reflected on individual fitness. In addition, age
correlates with body size, which is a dominant factor when an
individual tries to impose strategy supremacy during a game
*wangz@dlut.edu.cn Although it is undisputable that the age structure is a rele-
tarenzon@if.ufrgs.br vant ingredient when modelling a population, there are,-how



ever, several ways in which it may be introduced. On a meawhere the parameter determines the level of heterogeneity
field level, Leslie-type models have been of widespread usén the system, that is, how much the heterogeneous age dis-
since their introduction in the 40’s [51, 52], to describdlwe tribution influences the outcome of the game. Then, one of
mixed populations with a (discrete) age structure. Sindé we its four neighbors is selected at random and has its rescaled
mixed populations of pure strategy (either always or nevepayoffIl; evaluated in the same way. At last, play@dopts
cooperating) agents are dominated by defectors, the denerthe strategy; from the selected playerwith the probability
guestion of whether cooperation is promoted when age is also

taken into account is studied in the context of spatial games _ N 1

. ) . . . W(Uj — Uz) - ) (2)

in which strong spatial correlations are relevant. Szoilebk 1+ exp[(II; — I1,)/ K]

al [53] introduced an age dependent rescaling factor in the

strategy transfer capability of agents, showing that compe WhereK denotes the amplitude of noise or its inverseK),

tors may thrive even when the temptation to defect is largethe so-called intensity of selection [54]. After, and onttes,

One important question is how robust and universal are th@ne player reaches the maximum ajg.«, its age is reset to
effects of the age structure on the well studied spatialimers 0, mimicking a birth-death process. When= 0, one recov-

of the PD and SD games. Thus, we consider here a differef@'s the standard PD game [5], in which age has no effect what-
mechanism, by modulating the raw payoff being accumulategoever and no payoff rescaling is performed. With finite val-
during combats by an age dependent factor. How strong agées ofa, however, Eq. (1) introduces an obvious demographic
does influence the outcome of a game depends on the mobfieterogeneity into the system during the evaluation pces
ulation parameter, defined below, and the aim is to study ©f individual fitness. When the value of is large enough,
how this mechanism affects the evolution of cooperation. Wdhe heterogeneous state will weaken again, because th# payo
show, by means of Monte Carlo simulations, that this mechadifferences among the majority of players will become very
nism can significantly promote cooperation and that intermetiny. Notice that, differently from Ref. [53], here both gla
diate values ofy can give Opt|ma| levels of Cooperation‘ We €rs influence the transition prObab”itieS thrOUgh thesceded
explore and interpret this facilitation mechanism and, enor Payoffs.

over, examine the impact of different levels of uncertah)yy The results of Monte Carlo simulations presented below
strategy adoption and the possib|e impact of interactipn]{o were obtained for lattices with00? to 4002 individuals, and

ogy on cooperation. The next section details the model anthe average fraction of cooperatqis that is, the number of
the implementation of the dynamics. Then, we present ougooperators divided by, was determined within the lasg*

main results and, in the last section, summarize and discug¥!t of the total x 10> MCS. Moreover, the final results were
them. averaged over up to 40 independent runs for each set of pa-

rameter values.

Il. THE MODEL
I11. RESULTS

We consider a standard parametrization of the PD game
with: temptation to defect” > 1, reward for mutual coop- ~ When taking the age structure of the population into ac-
erationRk = 1, punishment for mutual defectiai = 0, and count, there is an optimal level ofthat, along with the het-
sucker’s payoffS (while S > 0 is the SD game and < 0  erogeneous age distribution, maximally enhances codperat
is for PD, the interface, af = 0, is called the weak version among the individuals. Fig. 1 shows hgw, the asymptotic
of the PD game). Each player can be either a cooperator (djaction of cooperators, depends on the temptation to tigfec
or a defector (D), and the initial state is created with equafor different values otx and .S both on a square lattice (top
fractions of each strategy. The contact network is the gegul 3 rows) and on a random regular graph (bottom row). For
L2 square lattice with nearest neighbor interactions and perill values ofS considered and the = 0, standard version
odic boundary conditions although, for the sake of compariWithout age factors, there is not a pure C phase and cooper-
son, we also considered the random regu|ar graphwﬂ;hgl ators go extinct at smaller values ®fwhen compared with
neighbours per site. Age is included in the model as follows # 0. For finite, on the other hand, there is a qualitative
to each player, at the beginning, is assigned a random intdehavioral change. For moderate(1 and 2 in the figure),
geraged; € {0,1,..., Amax}, WhereA,,., is the maximum  cooperators are not only able to survive over a larger inter-
possible age. At each Monte Carlo step (MCS), defined as theal of 7" but may even reach near-complete dominance status
amount of time in which, on average, each player is updatefc = 1). Nonetheless, on further increasiag(say, 20) the
once, all ages are increased by one. The updating procedugvel of cooperation decreases once again. Thus, moderate
comprises the following elementary steps. First, a ranglom| vValues ofa allow cooperators to better thrive, optimally en-
chosen agent plays against all its nearest neighborsngarni hancing cooperation, a phenomenon that is analogous to the
the raw payoffp;,. Then, this payoff is rescaled through an so-called coherence resonance [55, 56]. Notice also thrat pe

age dependent function: sistent neighbours (existing both in the square latticeiand
the random regular graph) are essential to sustain codperat
A\ while in the absence of correlations between neighbours (as
IL; = pi <Amax) ’ 1) inawell-mixed population), defectors dominate. Theserinf

mation is summarized in the phase diagram shown in Fig. 2
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FIG. 2. Phase diagram showing the critical threshold (reddyon-
bols) above which cooperators go extinct, along with the filiand
coexisting phases. Asincreases, there is at first a fast increase both
in the cooperators dominated phase and in the coexisterecedfter

the optimal cooperation happeningaat~ 2.5, further increasingy
random graph| is detrimental for cooperation, although the decreaseis. sl

14

FIG. 1. (color onling Asymptotic fraction of cooperators: as a
function of the temptatiorT” for different values ofx and .S, with
K = 0.1 and Amax = 100. The topmost row, witht = 0, is the
weak PD game while the second and third row have- 0, that
is, the SD game. Since for higher values%it is better, against
a defector, to cooperate, the overall increase in cooperasi not g
a surprise. Notice that for the original model,= 0, cooperation 0.01 0.1 1 10 100 1000
vanishes for not too large temptations and cooperatorsr relhg t

occupy the systenpc < 1. For finite « and small values of”
Sv%?gﬁ rcaotg:)se:;l:znlni\éa:neh;hnisgéf?azqﬁetgfézslisnga rg;ptlmuﬁgf FIG. 3. (color online Time evolution of coop_eration f_or _different
the curves forS > 0, the overall behavior is the same in all cases.yalues Ofa, T' = 1125, § = 0, andK = 0.1. S!nce Fhe initial state
The last row presents results for the weak PD on a randomaegul is random and cooperators are not yet organized in compax_)_p_gr
graph (the previous figures were for the square lattice) p€miion many of them are easy prey for defectors and there alwaysirs-an
is enhanced when compared with the originak= 0 case as well, tial decrease on their number. Fer= 0 and 20, cooperators do

showing that persistent neighbours (in contrast to welediones) SOt recover fro(;nt;he |n|t;al dtpv(\;?]falli.t:]r:e cfurv?_s aref mommtxmtlry]/ t
is essential, while the small loops present in the squatiedatbut ecreasing and they get extinenset. the fraction ot agents tha

. o , i h he timgh i . No-
SSenin e a1, ot e o 09 L0 ST o e e perssenct (). Mo

stretched forx # 0. Moreover, for the cases presenting cooperation

. h Il behavior i h imil hereiruto at long times ¢ = 1 and 2), the persistence decays more slowly,
(since the overall behavior is rather similar, we hereiru®c gy qing that the initially formed clusters are more resistthe long

on theS = 0 case on a square lattice). The threshold value Ofasting agents are cooperators).

T (the above curve) marks the extinction of cooperators and

the transition between the coexisting (C+D) and the pure D

phases. Notice that the initial increase, fram= 0 towards  order to help understand the role of spatial heterogesditie

the maximum cooperation at ~ 2.5 is fast but, in contrast, promoting cooperation. Unless cooperators are organized i

the subsequent decrease after the maximum is much slowgiempact clusters, defectors will easily predate them. édge

There is a second transition line, separating the coexisten soon after the start, since the initial state is randomlyseho

phase, which is quite narrow, from the pure C phase, whosgefectors are more successful and the number of cooperators

behavior roughly follows the upper line. in the population decreases. This is a general feature of the
Fig. 3 shows the temporal evolution of the density of co-pp game in spatially structured environments. Howevey, dif

operatorsyc(t), for several values oft and7 = 1.125in  ferent values ofv will result in diverse trends at large times.
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change strategy up to time one notices that in those cases
where cooperation survives (= 1 and 2), the decay aP(t)
is much slower when compared to the= 0 and 20 cases, in
which the decay is almost exponential. In particular, thrglo
time tail of P(¢) corresponds to enduring cooperators.

It is also instructive to analyze typical spatial configura-
tions of cooperators and defectors for different values:of
as shown in Fig. 4 fof" = 1.2 and K = 0.1. Notice that
for these parameters, the original,= 0 case does not sus-
tain cooperation and coexistence appears on a finite ilterva
of a (C+D phase) in which highly clustered cooperators sur-
vive the exploitation by defectors [57]. The amount of co-
operators is correlated with the geometric properties e§¢h
clusters. Indeed, it can be noticed that the average clsiger
increases withy, Fig. 5, and the maximum level of coopera-
tion corresponds to the maximum average size (since custer
merge as they grow, the number of cooperators clusters has
its maximum at a smaller value of, as shown in the inset
of Fig. 5). Notice that these average properties of clusters
stationary, albeit individual clusters keep evolving. Foe
chosen value of’, the system does not attain complete co-
FIG. 4. (color onlir_1e) Lattice snapshots for different value_smfon operation (see the phase diagram in Fig. 2), but for a slight
a400° square latticeS = 0, ' = 1.2 andK = 0.1, showing the  smaller7, the pure C phase would be crossed. In this case,
clusterized cooperators afte® MCS. since cooperation dominates, a single cluster survivesadt
been shown [25, 30] that heterogeneity favors the spreading
of cooperation what, to some extent, explains the promotion

100 t effect observed here. According to Eqg. 1, large enough galue
of a will lead to a heterogeneous distribution within the sys-
80 tem, but also reduce the heterogeneous state compared with
that of smallerx, since payoff difference among majority of
oy 607 players will become very tiny. Hereby, these patterns ssigge
that heterogeneity is significant, but not sufficient to expl
40 the promotion phenomenon for moderate
| 0 L \‘ An important remaining question concerns how robust the
20 | 15 2 25 3 35 | above effects are in the presence of noise in the process of
a strategy adoption, Eq. 2. Fig. 6 shows tRe— 7" phase dia-
0 ‘1‘ s 2 2‘ 5 3 a5 grams fora = 0, 2 and 20 (from top to bottom). The original,

a = 0 case [55], in addition to the monotonous increasing
border between the pure C and mixed (C+D) phases, presents
a maximum, aroun& ~ 0.3, in the line separating the mixed
and pure D phases. Thus, in this case, a finite amount of
noise increases the presence of cooperators in the papulati
The introduction of age factors, through > 0, drastically
changes this scenario. Whenever- 0, there is a large in-
crease in the pure C phase, its border now lying mostly in the

: . T > 1 region for all values of< (middle and bottom panel in
form clusters strong and fast enough, leading to a fastextin _. . .
9 9 9 Fig. 6). Notice that for all cases presented, the monottynici

tion of cooperators. Similarly, for large enough(e.g., 20), e
cooperators do not survive either, albeit the large time thaOf the pure C phase border strongly differ: for= 0, 2 and

takes to die out. For intermediate valuescgfsurprisingly, 20, refpectlvelly,dlt IS de\t/r?r |fn(|:|reasmg, e\z_er derf:reasr:mig m‘t m
the initial downfall of cooperators is halted, allowing fibre monotonous. Indeed, the Tully cooperative phase has I1s max

subsequent fast spreading of cooperation to complete or nednum for i > 1, K - 0 and_K ~ 0.3 for these values of
complete dominance, as shown for= 1 and 2. Moreover, & However, even if intermediate values @fhave decreas-
the sooner the initial decrease of cooperators is haltesl, thn9 levels of cooperation as the noise increases, it is 1sst le

faster the recovery of cooperation will be, leading to adarg noise ttolerant trt')?ntthe ofchte_r reported valuesm(fjl_r:_ce co-
value of p.. Thus, we argue that for moderate valuesa operators are able to resist in more severe conditionseflarg

L - temptation). For example, compare the valueg<oround
recovery mechanism is in course, halting and eventually re-" " : .
y 9 y hich o« = 0 and 20 present its maximd ~ 0.25 — 0.3:

versing the decrease of cooperation. Indeed, by measurir‘[ : | T bel hich t' ists |
the persistenc®(¢), that is, the fraction of sites that did not € maximum vaile of -below which cooperation exIsis 1S

FIG. 5. Stationary average size of cooperators clusters 0>
lattice withT = 1.2, S = 0, and K = 0.1. Inset corresponding
number of cooperators clusterSc.

For the above parameters, the standards 0 case, do not
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structured population in which the final payoff is directlyr¢
11 - related to the age. Although the raw payoff obtained after
/ N ) interacting with other agents depends only on the stradetfie

Bl SN both opponents, we consider here that the older the agent is,
10T C+D ] the larger the fraction of the raw payoff that is actuallyresat
(the efficiency of an agent grows as it gets older and more ex-
C perienced). This discount parameter depends on the paaamet
0.9 I « through Eq. 1, that controls how the heterogeneous distri-
12 \ a=2 bution of ages (births are not synchronized) throughout the
~ u population will be reflected on the payoff distribution. The
1.1} e 1 larger thea, the stronger the effects of age, with the age in-
dependent case being recovereddos 0. For moderate val-
10 ' ' ues ofa, cooperation is either enhanced or allowed in regions
I | where the pure model is dominated by defectors. Extensive
. T a =20 simulations were performed in order to determine how the be-
— havior depends onr and on the noisél and, moreover, to
B give a geometric interpretation for the results based on the
spatial distribution of cooperators. In particular, thietaalso
1.0 : : : improves the amount of cooperation even further when com-
0 0.5 1 15 2 pared to the optimal level far = 0. Persistent neighbours
K are necessary in order to have cooperation in this model (the
well-mixed, mean field case, does not support a finite fractio
of cooperators), although the presence of small loopsfsigni
cantly increases the amount of cooperators (in the squiare la
D phases and the mixed C+D phase, respectively.aFer 0 (top r{ e, loops are small since the nearest ngighbours OT a.given
panel) [55], the presence of some uncertainty in the styatggam- site are connected through a common neighbour, v_vhﬂe in the
ics (K > 0) leads to an optimal level of cooperation (the upper curvef@ndom graph, loops are very large and thus nonimportant).
has a maximum ak ~ 0.3). For smalla (middle panel), the op- The promotion of cooperation is also associated to a regover
timal noise threshold shifts towards zero but, when contari¢h effect. Indeed, for intermediate values @f the initial time
thea = 0 case, is larger for all values . Upon further increas- downfall of cooperators is hindered, helping cooperators t
ing o, as shown in the bottom panel, the system becomes once agajorm more robust clusters which are impervious to defectors
more noise tolerant. However, there is a huge differencedmmt all  exploitation.
these cases: the pure C phase is greatly enhanced at thesexgien  The above results help in building a comprehensive under-
the coexistence region whenever~ 0. Indeed, only for = 0the  gia4ding of the role of age in a simple framework upon which
C+D regions is prominent. Moreover, the laigease also presents 5 o,_e\olutionary model can be built. Although we take the
an optimal value of” for the transition between the pure and mixed _. . - . -
phases K ~ 0.25). Thus, by adjusting the level of heterogeneity smple_st_versmn here inwhich the “feSpAH’f”‘ anQa are not
one can either increase the amount of cooperation (smaikr the tr_alts, itis pOSSIble to have them coevolving with the .H*"_"t
robustness to noise (largd. gies. Moreover, since age related phenomena are ubiguitous
it is an important ingredient to be included in realistic rabd
of populations.

substantially larger fory = 2. It has been conjectured that

an optimal uncertainty for the evolution of cooperationyonl

occurs on interaction graphs lacking a percolating cluster ACKNOWLEDGMENTS
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FIG. 6. Full K — T phase diagram far = 0, 2 and 20 and = 0.
Green circles and red boxes mark the border between pure C a

IV. CONCLUSION

We considered both the Prisoner’s Dilemma and the Snow-
drift game, standard models for cooperation, in an age-
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