## Springer Link

CrossMark

Brazilian Journal of Physics
© Sociedade Brasileira de Física 2014
10.1007/s13538-014-0277-8

## Statistical

# Non-Hermitian PT Symmetric Hamiltonian with Position-Dependent Masses: Associated Schrödinger Equation and Finite-Norm Solutions 

F. D. Nobre ${ }^{1}$ and M. A. Rego-Monteiro ${ }^{1}$

(1) Centro Brasileiro de Pesquisas Físicas, National Institute of Science and Technology for Complex Systems, Rua Xavier Sigaud 150, 22290-180 Rio de Janeiro, RJ, Brazil
F. D. Nobre

Email: fdnobre@cbpf.br
Received: 23 July 2014
Published online: 7 November 2014


#### Abstract

A one-dimensional non-Hermitian PT symmetric Hamiltonian, characterized by position-dependent masses, defines a Schrödinger equation in terms of a field $\Psi(x$, $t)$. Based on an exact classical field theory, the necessity of an extra field $\Phi(x, t)$ (which satisfies a conjugate equation and in general different is from $\Psi^{*}(x, t)$ ) is shown. Simple applications are investigated by solving analytically both equations and it is shown that the effective masses proposed lead to a probability density characterized by a finite norm, typical of the physical situation that occurs with the concentration of electrons in some semiconductor heterojunctions. An extension to a three-dimensional space is also presented.
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## 1 Introduction

Quantum mechanics represents one of the most successful theories in physics,
leading to an appropriate description of an incredibly amount of physical phenomena [1]. However, many of its fundamental concepts are often remote from our daily experience, such as the single plane-wave solution, used for representing a free particle. Since this solution presents a nonzero amplitude over all space, its norm diverges, so that it is not appropriate for describing wave pulses of wave trains. However, the linear aspect of the Schrödinger equation (SE) ensures that one can add many solutions such as to still have a solution. In this way, a localized solution may be constructed by defining a superposition of plane waves, i.e., a Fourier series, leading to the so-called wave-packet concept.

Proposals for overcoming the above-mentioned difficulty, and also motivated by an adequate understanding of several phenomena related to complex systems, have appeared in the latest years, based on modifications of the SE . For this purpose, attempts have occurred, and one of them consists in turning the SE into a nonlinear equation. In this case, one should mention two schemes: (i) Introduction of an extra cubic term in the wave function that becomes responsible for the modulation of some particular type of solution [2,3]; (ii) modification of exponents of existing linear terms. This second scheme was applied in Refs. [4-7], and it is currently employed within non-extensive statistical mechanics [8]. As immediate consequences, analytical treatments may become hard, in such a way that simple properties in the linear case, like conservation of probability by means of a continuity equation, may become rather nontrivial subjects (see, e.g., Refs. [5, 7]). Hence, very frequently, one has to make use of numerical procedures, so that the latest advances in computer technology have stimulated the study of generalized equations, leading to considerable progresses. Particularly, many areas of physics have benefited from such studies, like nonlinear optics, superconductivity, plasma physics, and non-equilibrium statistical mechanics.

Although nonlinear equations may be suitable for describing many natural phenomena, other physical systems, e.g., those associated with non-homogeneous media, may require equations characterized by position-dependent coefficients; in several cases, one may still keep the linear character of such equations. This happens to be the case in the proposals of Refs. [9-17], which considered linear SEs, but with position-dependent masses. One main motivation concerns a proper description of some semiconductor heterostructures [18, 19].

Very frequently, within the context of nonlinear and/or nonhomogeneous SEs, one has to deal with non-Hermitian Hamiltonians [20]. Nowadays, it is known that hermiticity is not a necessary condition for a consistent quantum theory, since it has been demonstrated in the literature that non-Hermitian Hamiltonians may also present real energy eigenvalues, leading to a well-defined quantum theory $[14,17$, 20-27]. Particularly, among the non-Hermitian Hamiltonians, a great interest has been dedicated to those characterized by a PT symmetry, i.e., symmetric under both P (parity, or space-reflection operator, which reverses position and momentum, $x \rightarrow$ $-x, p \rightarrow-p$ ) and T (time reversal operator, which reverses time and momentum, $t \rightarrow$
$-t, p \rightarrow-p$, also requiring the reverse of the sign of the complex number, $i \rightarrow-i$. Hence, the resulting PT operation changes $x \rightarrow-x, t \rightarrow-t$, and $i \rightarrow-i$. Recently, an alternative formulation of quantum mechanics has appeared, in which the requirement of Hermiticity of the Hamiltonian $\hat{H}$ was replaced by the condition of space-time reflection; consequently, if $\hat{H}$ presents an unbroken PT symmetry, then its associated energy spectrum should be real [20, 22-27].

Another fundamental issue when dealing with non-Hermitian Hamiltonians concerns the positivity and finiteness of the norm of states. Eventually, one may end up with states leading to a negative norm, which prevents its use in the probabilistic interpretation of quantum mechanics. In some of these cases, an operator has been introduced (called $C$ operator), in terms of which a time-independent inner product is constructed, yielding a positive-definite norm. Essentially, the operator $C$ contributes with a factor -1 whenever it acts on states with negative norm [20].

In the present work, we introduce a one-dimensional non-Hermitian PT symmetric Hamiltonian $\hat{H}$, characterized by position-dependent masses, whichdefines a Schrödinger equation associated with the field $\Psi(x, t)$. By applying an exact classical field theory, we show that one needs to introduce an extra field $\Phi(x, t)$ for consistency; this field satisfies a conjugate equation, written in terms of the Hamiltonian conjugate $\hat{H}^{\dagger}$. In the next section, we define the Hamiltonian and its associated Schrödinger equation, characterized by a particular form for the positiondependent masses. It is argued that the dependence introduced herein might be relevant for physical systems presenting interfaces along which the chemical composition varies, like in semiconductor heterostructures, where such changes do not occur abruptly, but instead, they are graded over some specified distance, and consequently, the effective mass becomes a continuous function of the position. In the present proposal, the particular form of mass dependence leads to a maximum probability density at the origin, decreasing continuously away from the origin, representing typically the physical situation that occurs with the concentration of electrons in pnp junctions. Hence, a classical field theory is constructed, by introducing a Lagrangian density, in such a way to obtain the Schrödinger equation, as well as its conjugate equation, associated with the extra field. Moreover, defining an appropriate probability density in terms of the two fields, the continuity equation is demonstrated. In Section 3, we consider two simple applications, namely, the free particle in open space and the particle confined in an infinite square well $(-L \leq x \leq$ $L)$, solving analytically the equations for the fields $\Psi(x, t)$ and $\Phi(x, t)$. We show that the energy spectrum is quantized in both applications, and more interestingly, that the free-particle solution presents a finite norm in full open space. In Section 4, a three-dimensional proposal is also presented, in terms of the two fields $\Psi(\vec{x}, t)$ and $\Phi(\vec{x}, t)$; it is shown that all results obtained in the one-dimensional analysis may be extended to three dimensions. Finally, in Section 5, we present our conclusions.

## 2 The Hamiltonian and Its Conjugate

Let us consider the following SE,

$$
\begin{array}{r}
i \hbar \frac{\partial \Psi(x, t)}{\partial t}=-\frac{\hbar^{2}}{2 m} \hat{D}_{\gamma}^{2} \Psi(x, t)+V(x) \Psi(x, t)  \tag{1}\\
\left(\hat{D}_{\gamma}=\left(1+\gamma x^{2}\right) \frac{\partial}{\partial x}\right)
\end{array}
$$

where $V(x)$ denotes a potential and $\hat{D}_{\gamma}$ is a deformed derivative in space [28]. This equation may be written also in terms of a one-dimensional, non-Hermitian PT symmetric Hamiltonian $\hat{H}$,
$i \hbar \frac{\partial \Psi(x, t)}{\partial t}=\hat{H} \Psi(x, t)$,
where

$$
\begin{gather*}
\hat{H}=-\frac{\hbar^{2}}{2 m_{e}} \frac{\partial^{2}}{\partial x^{2}}-\frac{\hbar^{2}}{4}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \frac{\partial}{\partial x}+V(x) \\
\left(m_{e}=\frac{m}{\left(1+\gamma x^{2}\right)^{2}}\right) \tag{3}
\end{gather*}
$$

The above Hamiltonian is characterized by position-dependent masses, $m_{e} \equiv m_{e}(x)$, interpreted as the particle's position-dependent effective mass, found in real systems, like in semiconductors of nonuniform chemical composition [9], and semiconductor heterostructures [18, 19]. In the definition above for $m_{e}, \gamma$ represents a real non-negative parameter (with dimensions $[L]^{-2}$ ) that may vary according to the physical system considered; moreover, $m_{e}$ follows parity symmetry, $x \rightarrow-x$, which should also be obeyed by the potential, i.e., $V(-x)=V(x)$.

A heterostructure is defined as a semiconductor structure in which the chemical composition changes with position; hence, an electron moving in such a structure presents an effective mass that varies with its position. The simplest heterostructure consists of a single heterojunction, represented by an interface across which the chemical composition changes. Usually, a heterojunction is made between two materials for which there exists a continuum of solid solutions, so that the chemical variation does not occur abruptly, but instead, it drops continuously with the position, and consequently, leading to a similar behavior for the effective mass. Such heterojunctions present desirable properties for some applications. The proposal for an effective mass $m_{e}=m /(1+\gamma x)^{2}$, considered in Refs. [14-17], is expected to be relevant for a some types of $n p$ junctions, where a gradual decrease in the concentration of electrons is verified for $x>0$. In the present framework, the effective-mass form of (3) is symmetric around its maximum value at $x=0$ and decreases for increasing values of $|x|$, so that $m_{e} \sim|x|^{-4}$, when $\sqrt{\gamma} x \gg 1$. Hence, this proposal should be applicable for $p n p$ junctions, where the parameter $\gamma$ would
depend on the particular types of materials used in the associated junctions.
Recently, it was shown that for some class of Schrödinger equations, defined in terms of non-Hermitian Hamiltonians [like the one of (3)], one needs to deal with an extra equation assigned to the Hermitian conjugate of the corresponding Hamiltonian [5, 7, 17]. Herein, we follow closely the procedure carried in Ref. [17], where a classical-field theory was developed by introducing a Lagrangian density, $\mathcal{L}$, depending on two dimensionless fields $\Psi(x, t)$ and $\Phi(x, t)$, on their time derivatives, as well as spatial derivatives,

$$
\begin{align*}
\mathcal{L} \equiv & \mathcal{L}\left(\Psi, \partial_{x} \Psi, \partial_{x}^{2} \Psi, \partial_{t} \Psi, \Phi, \partial_{x} \Phi, \partial_{t} \Phi\right.  \tag{4}\\
& \left.\Psi^{*}, \partial_{x} \Psi^{*}, \partial_{x}^{2} \Psi^{*}, \partial_{t} \Psi^{*}, \Phi^{*}, \partial_{x} \Phi^{*}, \partial_{t} \Phi^{*}\right)
\end{align*}
$$

with $\partial_{x} \equiv \partial / \partial x, \partial_{x}^{2} \equiv \partial^{2} / \partial x^{2}$, and $\partial_{t} \equiv \partial / \partial t$. One should call the attention to the fact that the Lagrangian density defined above presents a dependence up to first spatial derivative in the field $\Phi(x, t)$ and up to the second one in the field $\Psi(x, t)$; this represents an important requirement for obtaining the correct Euler-Lagrange equations for these two fields [29, 30]. Therefore, in the first case, one has a standard Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \Phi}-\partial_{x}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial_{x} \Phi\right)}\right]-\partial_{t}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial_{t} \Phi\right)}\right]=0 \tag{5}
\end{equation*}
$$

whereas in the later, one should take into account the contribution from its secondderivative term
$\frac{\partial \mathcal{L}}{\partial \Psi}-\partial_{x}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial_{x} \Psi\right)}\right]-\partial_{t}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial_{t} \Psi\right)}\right]+\partial_{x}^{2}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial_{x}^{2} \Psi\right)}\right]=0$.
Herein, we propose the following Lagrangian density

$$
\begin{align*}
& \mathcal{L}=\frac{i \hbar}{2} \Phi(x, t) \partial_{t} \Psi(x, t)+\frac{\hbar^{2}}{8}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \Phi(x, t) \partial_{x} \Psi(x, t) \\
+\quad & \frac{\hbar^{2}}{4 m_{e}} \Phi(x, t) \partial_{x}^{2} \Psi(x, t)-\frac{1}{2} V(x) \Psi(x, t) \Phi(x, t)  \tag{7}\\
-\quad & \frac{i \hbar}{2} \Phi^{*}(x, t) \partial_{t} \Psi^{*}(x, t)+\frac{\hbar^{2}}{8}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \Phi^{*}(x, t) \partial_{x} \Psi^{*}(x, t) \\
+\quad & \frac{\hbar^{2}}{4 m_{e}} \Phi^{*}(x, t) \partial_{x}^{2} \Psi^{*}(x, t)-\frac{1}{2} V(x) \Psi^{*}(x, t) \Phi^{*}(x, t)
\end{align*}
$$

which will be shown to be appropriate in what follows. Substituting the above Lagrangian density in (5), one obtains the SE of (2); furthermore, the Euler-
Lagrange equation of (6) leads to the equation for the field $\Phi(x, t)$,
$-i \hbar \frac{\partial \Phi(x, t)}{\partial t}=\hat{H}^{\dagger} \Phi(x, t)$,
where $\hat{H}^{\dagger}$ is the Hermitian conjugate of the Hamiltonian operator defined in (2).
One has that

$$
\begin{align*}
\hat{H}^{\dagger}= & -\frac{\hbar^{L}}{2 m_{e}} \frac{\partial^{2}}{\partial x^{2}}-\frac{3 \hbar^{\llcorner }}{4}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \frac{\partial}{\partial x}  \tag{9}\\
& -\frac{\hbar^{2}}{4}\left[\frac{d^{2}}{d x^{2}}\left(\frac{1}{m_{e}}\right)\right]+V(x)
\end{align*}
$$

One should notice that only for a constant mass, $m_{e}=m$ (i.e., $\gamma=0$ ), is that one has a Hermitian Hamiltonian, $\hat{H}^{\dagger}=\hat{H}$, and (2) and (8) are related by a conjugate operation, with $\Phi(x, t)=\Psi^{*}(x, t)$. For $\gamma>0$, these two equations are not simply related, so that both Hamiltonians and fields should be considered in a complete analysis. Indeed, $\gamma$ represents a deformation parameter, associated with the nonHermiticity of the Hamiltonian operator, in the sense that $\hat{H}^{\dagger} \neq \hat{H}$, if $\gamma>0$, whereas Hermiticity is recovered for $\gamma=0$. One should notice the close analogy with nonextensive statistical mechanics [8]; in fact, the Hamiltonian $\hat{H}$ of (2) and (3) was originally based on a deformed-derivative operator, which was shown to be very useful for performing calculations in such a theory [28].

Considering these two fields, one can define a probability density
$\rho(x, t)=\frac{1}{2}\left[\Psi(x, t) \Phi(x, t)+\Psi^{*}(x, t) \Phi^{*}(x, t)\right]$.
The consistency of the procedure above is reinforced by the continuity equation

$$
\begin{equation*}
\frac{\partial \rho(x, t)}{\partial t}+\frac{\partial j(x, t)}{\partial x}=0 \tag{11}
\end{equation*}
$$

where the current density is given by

$$
\begin{align*}
j(x, t)= & -\frac{\hbar}{4 i}\left\{\frac{\partial}{\partial x}\left[\frac{\Phi(x, t)}{m_{e}}\right] \Psi(x, t)-\frac{\Phi(x, t)}{m_{e}} \frac{\partial \Psi(x, t)}{\partial x}\right. \\
& -\frac{1}{2}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \Phi(x, t) \Psi(x, t)  \tag{12}\\
& -\frac{\partial}{\partial x}\left[\frac{\Phi^{*}(x, t)}{m_{e}}\right] \Psi^{*}(x, t)+\frac{\Phi^{*}(x, t)}{m_{e}} \frac{\partial \Psi^{*}(x, t)}{\partial x} \\
& \left.+\frac{1}{2}\left[\frac{d}{d x}\left(\frac{1}{m_{e}}\right)\right] \Phi^{*}(x, t) \Psi^{*}(x, t)\right\} .
\end{align*}
$$

It should be mentioned that (11) holds for general $m_{e}(x)$ and $V(x)$, ensuring the conservation of probability for all times. In order to achieve continuity, the introduction of the extra field $\Phi(x, t)$ and its associated equation [(8)] becomes essential; this result is not possible by considering only the SE of (2) and its complex conjugate.

Based on the above results, we define the inner product involving these two fields

$$
\begin{align*}
(\Psi(x, t), \Phi(x, t)) & =\frac{1}{2} \int_{\infty}^{\sim} d x\left[\Psi(x, t) \Phi(x, t)+\Psi^{*}(x, t) \Phi^{*}(x, t)\right]  \tag{13}\\
& =\int_{\infty}^{\infty} d x \rho(x)
\end{align*}
$$

so that, by definition

$$
\begin{equation*}
(\Psi(x, t), \Phi(x, t))^{*}=(\Psi(x, t), \Phi(x, t)) \tag{14}
\end{equation*}
$$

Now, (2) and (8) indicate that $\Psi(x, t)$ and $\Phi(x, t)$ should be the right and left wavefunctions of $\hat{H}$, respectively, whereas the order should be inverted for $\hat{H}^{\dagger}$. In this way, one can write the expectation values,

$$
\begin{align*}
\langle\hat{H}\rangle & =\frac{1}{2} \int_{\infty}^{\infty} d x \Phi(x, t) \hat{H} \Psi(x, t)+\frac{1}{2}\left[\int_{\infty}^{\infty} d x \Phi(x, t) \hat{H} \Psi(x, t)\right]^{*} \\
& =\frac{1}{2} \int_{\infty}^{\infty} d x \Phi(x, t) \hat{H} \Psi(x, t)+\frac{1}{2} \int_{\infty}^{\infty} d x \Phi^{*}(x, t)[\hat{H} \Psi(x, t)]^{*}  \tag{15}\\
& =\frac{i \hbar}{2} \int_{\infty}^{\infty} d x\left[\Phi(x, t) \frac{\partial \Psi(x, t)}{\partial t}-\Phi^{*}(x, t) \frac{\partial \Psi^{*}(x, t)}{\partial t}\right]
\end{align*}
$$

as well as,

$$
\begin{align*}
\left\langle\hat{H}^{\dagger}\right\rangle & =\frac{1}{2} \int_{\infty}^{\infty} d x \Psi(x, t) \hat{H}^{\dagger} \Phi(x, t)+\frac{1}{2}\left[\int_{\infty}^{\infty} d x \Psi(x, t) \hat{H}^{\dagger} \Phi(x, t)\right]^{*}  \tag{16}\\
& =\frac{i \hbar}{2} \int_{\infty}^{\infty} d x\left[\Psi^{*}(x, t) \frac{\partial \Phi^{*}(x, t)}{\partial t}-\Psi(x, t) \frac{\partial \Phi(x, t)}{\partial t}\right]
\end{align*}
$$

Therefore, in general, one has that $\langle\hat{H}\rangle \neq\left\langle\hat{H}^{\dagger}\right\rangle$, whereas these expectation values become equal only in the limit $\gamma=0$. In what follows, we will show that, considering a particular stationary-state solution, the standard procedure for finding the adjoint of a differential operator by means of integrations by parts, and using appropriate boundary conditions [1], does also apply for the present case.

For a general potential $V(x),(2)$ and (8) present the following type of solutions
$\Psi(x, t)=\exp \left(-\frac{i E_{\psi} t}{\hbar}\right) \psi(x)$,
$\Phi(x, t)=\exp \left(\frac{i E_{\phi} t}{\hbar}\right) \phi(x)$,
leading to the set of time-independent equations

$$
\begin{align*}
E_{\psi} \psi & =-\frac{\hbar^{2}}{2 m}\left(1+\gamma x^{2}\right)^{2} \frac{d^{2} \psi}{d x^{2}}  \tag{19}\\
& -\frac{\hbar^{2} \gamma}{m} x\left(1+\gamma x^{2}\right) \frac{d \psi}{d x}+V(x) \psi
\end{align*}
$$

$$
\begin{align*}
E_{\phi} \phi & =-\frac{\hbar^{2}}{2 m}\left(1+\gamma x^{2}\right)^{2} \frac{d^{2} \phi}{d x^{2}}-\frac{3 \hbar^{2} \gamma}{m} x\left(1+\gamma x^{2}\right) \frac{d \phi}{d x}  \tag{20}\\
& -\frac{\hbar^{2} \gamma}{m}\left(1+3 \gamma x^{2}\right) \phi+V(x) \phi
\end{align*}
$$

The solution proposed in (17) and (18) is very general, with $E_{\psi}=\left(E_{\varphi}\right)^{*}$. However, the PT symmetry should lead to a real energy spectrum, i.e., $E_{\psi}=E_{\varphi}=E$, yielding in (10) a time-independent probability density at the stationary state. Hence, one has the pair of time-independent equations
$E \psi(x)=\hat{H} \psi(x) ; \quad E \phi(x)=\hat{H}^{\dagger} \phi(x)$,
where the operators $\hat{H}$ and $\hat{H}^{\dagger}$ are defined in (19) and (20), respectively. Now, at the stationary state, a somewhat lengthy (but straightfoward) calculation by considering a sequence of two integrations by parts and assuming the conditions that $\psi(x), \varphi(x),(d \psi(x) / d x)$, and $(d \varphi(x) / d x)$ should go to zero faster than $x^{-2}$, in the limit $|x| \rightarrow \infty$, than one can find $\hat{H}^{\dagger}$ of (20) from the operator $\hat{H}_{\text {of (19) in the }}$ usual way [1],
$\int_{\infty}^{\infty} d x \phi(x) \hat{H} \psi(x)=\int_{\infty}^{\infty} d x \psi(x) \hat{H}^{\dagger} \phi(x)$.
The equation above confirms that $\varphi(x)$ corresponds to the left eigenstate of the operator $\hat{H}$, or to the right eigenstate of $\hat{H}^{\dagger}$; moreover, considering the present solutions, (15) and (16) yield $\langle\hat{H}\rangle=\left\langle\hat{H}^{\dagger}\right\rangle=E$.

In the next section, we will work with (19) and (20) for some standard choices of the potential $V(x)$.

## 3 Simple Applications

### 3.1 Particle in a Constant Potential

As a first example, let us consider a constant potential, $V(x)=V_{0} \geq 0(-\infty<x<\infty)$. Hence, one has a pair of solutions
$\psi(x)=C_{1} \exp \left[\frac{i k}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]$,
$\phi(x)=\frac{C_{2}}{1+\gamma x^{2}} \exp \left[\frac{-i k}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]$,
where $k=\left[2 m\left(E-V_{0}\right)\right]^{1 / 2} / \hbar$. The case $V_{0}=0$, to be called herein as the "free-particle solution", comes naturally from the above equations, as expected, and will be discussed below. One remarkable aspect of these solutions corresponds to
the finiteness of the integral of the probability density defined in (10) for $\gamma>0$

$$
\begin{align*}
\int_{\infty}^{\infty} d x \rho(x) & =\int_{\infty}^{\infty} d x \frac{C_{1} C_{2}+C_{1}^{*} C_{2}^{*}}{2\left(1+\gamma x^{2}\right)}  \tag{25}\\
& =\frac{\pi}{2 \sqrt{\gamma}}\left(C_{1} C_{2}+C_{1}^{*} C_{2}^{*}\right)
\end{align*}
$$

from which one considers $C_{1} C_{2}+C_{1}^{*} C_{2}^{*}=2 \sqrt{\gamma} / \pi$ for normalization. From now on, we will restrict ourselves to real coefficients, so that $C_{2}=\sqrt{\gamma} /\left(\pi C_{1}\right)$, leading to a Lorentzian probability density
$\rho(x)=\frac{\sqrt{\gamma}}{\pi\left(1+\gamma x^{2}\right)}$.
Therefore, within the present proposal, one does not need to confine the particle in a box for normalizability; as expected, the usual nonintegrability of the free-particle solution with a constant mass, $m_{e}(x)=m$, is recovered in full space $(-\infty<x<\infty)$ in the limit $\gamma \rightarrow 0$. For $\gamma>0$, the solutions of (23) and (24) represent a localized particle around the origin, since $\langle x\rangle=\int_{-\infty}^{\infty} d x x \rho(x)=0$.

The next important point concerns the quantization of the energy spectrum; we will show below that this property comes directly from the orthogonality of these solutions. For that, we consider (23) and (24) with wave vectors $k$ and $k^{\prime}$, to be denoted by $\psi_{k}(x)$ and $\phi_{k^{\prime}}(x)$ respectively, such as to define the integral,

$$
\begin{align*}
\mathcal{I}_{k, k^{\prime}} & =\int_{\infty}^{\infty} d x \psi_{k}(x) \phi_{k^{\prime}}(x)  \tag{27}\\
& =\frac{\sqrt{\gamma}}{\pi} \int_{\infty}^{\infty} \frac{d x}{1+\gamma x^{2}} \exp \left[\frac{i\left(k-k^{\prime}\right)}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]
\end{align*}
$$

Introducing the variable $y=(1 / \sqrt{\gamma}) \arctan (\sqrt{\gamma} x)$, the integral above becomes

$$
\begin{align*}
\mathcal{I}_{k, k^{\prime}} & =\frac{\sqrt{\gamma}}{\pi} \int_{\pi /(2 \sqrt{\gamma})}^{\pi /(2 \sqrt{\gamma})} d y \exp \left[i\left(k-k^{\prime}\right) y\right]  \tag{28}\\
& =\frac{\sqrt{\gamma}}{\pi} \frac{2}{k-k^{\prime}} \sin \left[\frac{\left(k-k^{\prime}\right) \pi}{2 \sqrt{\gamma}}\right]
\end{align*}
$$

Since the imaginary part of the integral defined in (27) does not contribute, the inner product defined in (13) is precisely this integral

$$
\begin{align*}
\left(\psi_{k}(x), \phi_{k^{\prime}}(x)\right) & =\frac{1}{2} \int_{\infty}^{\infty} d x\left[\psi_{k}(x) \phi_{k^{\prime}}(x)+\psi_{k}^{*}(x) \phi_{k^{\prime}}^{*}(x)\right] \\
& =\frac{\sqrt{\gamma}}{\pi} \int_{\infty}^{\infty} \frac{d x}{1+\gamma x^{2}} \cos \left[\frac{\left(k-k^{\prime}\right)}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]  \tag{29}\\
& =\mathcal{I}_{k, k^{\prime}}
\end{align*}
$$

An important property of the eigenfunctions of an Hermitian operator is their orthogonality [1]. This property can be shown by considering the integral
$\int_{\infty}^{\infty} d x \phi_{k^{\prime}}(x) \hat{H} \psi_{k}(x)=E_{k} \int_{\infty}^{\infty} d x \phi_{k^{\prime}}(x) \psi_{k}(x)$,
which becomes, after an integration by parts,
$\int_{\infty}^{\infty} d x \hat{H}^{\dagger} \phi_{k^{\prime}}(x) \psi_{k}(x)=E_{k^{\prime}} \int_{\infty}^{\infty} d x \phi_{k^{\prime}}(x) \psi_{k}(x)$.
Since these two integrals are equal, one has that
$\left(E_{k}-E_{k^{\prime}}\right) \int_{\infty}^{\infty} d x \psi_{k}(x) \phi_{k^{\prime}}(x)=\left(E_{k}-E_{k^{\prime}}\right) \mathcal{I}_{k, k^{\prime}}=0$,
with a similar result applying to the corresponding complex-conjugate eigenstates. Since the eigenstates $\boldsymbol{\varphi}_{k}(x)$ and $\psi_{k}(x)$ are normalized, one has the orthogonality condition, $\mathcal{I}_{k, k^{\prime}}=\delta_{k, k^{\prime}}$, and consequently
$\left(\psi_{k}(x), \phi_{k^{\prime}}(x)\right)=\delta_{k, k^{\prime}}$.
By considering this, one is left with a discretization for the wave vectors
$k-k^{\prime}=2 j \sqrt{\gamma} \quad(j=0, \pm 1, \pm 2, \cdots)$,
where one notices the case $j=0$, i.e., $k=k^{\prime}$, corresponding to the normalization condition considered in (25).

Hence, in order to satisfy (34), one notices that the free particle should present a discrete energy spectrum, $E_{n}=\hbar^{2} k_{n}^{2} /(2 m)$, where the set of wave vectors $\left\{k_{n}\right\}$ may be taken from either one of the following series

Even series: $\quad k_{n}=2 n \sqrt{\gamma}$,
Odd series: $\quad k_{n}=(2 n+1) \sqrt{\gamma}$,
with $n=0, \pm 1, \pm 2, \cdots$. From both series above, one sees that the quantum of momentum is $\delta p=\hbar\left(k_{n+1}-k_{n}\right)=2 \hbar \sqrt{\gamma}$, leading to a physical interpretation for the deformation parameter $\gamma$. One should stress that $\delta p \rightarrow 0$, when $\gamma \rightarrow 0$, i.e., the continuous spectrum of the free-particle within the standard SE is recovered.
The energy spectra corresponding to these two types of solutions are
$E_{n}=\frac{\hbar^{2} k_{n}^{2}}{2 m}= \begin{cases}2 \hbar^{2} n^{2} \gamma / m, & \text { even series }, \\ \hbar^{2}(2 n+1)^{2} \gamma / 2 m, & \text { odd series },\end{cases}$
where one sees that in the later series the zero of energy is shifted by a constant, $E_{0}=\hbar^{2} \gamma / 2 m$. The quantum of energy depends on $n, \varepsilon(n)=E_{n+1}-E_{n}$, being given by

$$
\begin{align*}
\varepsilon(n) & =\frac{\hbar^{\llcorner }}{2 m}\left(k_{n+1}^{2}-k_{n}^{2}\right) \\
& =\left\{\begin{aligned}
2 \hbar^{2}(2 n+1) \gamma / m, & \text { even } \backslash \text { series }, \\
4 \hbar^{2}(n+1) \gamma / m, & \text { odd } \backslash \text { series }
\end{aligned}\right. \tag{38}
\end{align*}
$$

One notices that $\varepsilon(n)$ presents significant differences from one series to the other for low values of $n$, e.g., the gap $\varepsilon(0)=E_{1}-E_{0}$ is given by $\varepsilon(0)=2 \hbar^{2} \gamma / m$ (even series) and $\varepsilon(0)=4 \hbar^{2} \gamma / m$ (odd series); however, in the limit $n \rightarrow \infty$ such differences disappear.

As usual, the pair of solutions in (23) and (24) may be written also in the form

$$
\begin{align*}
\psi_{k}(x) & =a_{1} \cos \left[\alpha_{k}(x)\right]+a_{2} \sin \left[\alpha_{k}(x)\right]  \tag{39}\\
\phi(x) & =\frac{1}{1+\gamma x^{2}}\left\{b_{1} \cos \left[\alpha_{k}(x)\right]+b_{2} \sin \left[\alpha_{k}(x)\right]\right\}  \tag{40}\\
\alpha_{k}(x) & =\frac{k}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x) \tag{41}
\end{align*}
$$

which may be more appropriate when dealing with boundary-condition problems, like in the next application.

### 3.2 Particle in an Infinite Square Well Potential

As a second illustration, we consider a particle described by (19) and (20) under the potential of an infinite square well, i.e., infinite for $x<-L$ and $x>L$, and zero in the interval $-L<x<L$. Like the standard SE [1], we impose the wave functions $\psi(x)$ and $\varphi(x)$ to be zero when the potential is infinite, $\psi(-L)=\psi(L)=\varphi(-L)=\varphi(L)=0$. Considering the simplest case where $E_{\psi}=E_{\varphi}=E$, possible solutions of the form presented in (39) and (40) are
$\psi_{n}(x)=A_{n} \sin \left[\frac{k_{n}}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]$,
$\phi_{n}(x)=\frac{A_{n}}{\left(1+\gamma x^{2}\right)} \sin \left[\frac{k_{n}}{\sqrt{\gamma}} \arctan (\sqrt{\gamma} x)\right]$,
if $-L<x<L$, and $\psi_{n}(x)=\varphi_{n}(x)=0$, otherwise. Imposing the boundary conditions above, the wave vectors become quantized
$k_{n}=\frac{n \pi \sqrt{\gamma}}{\arctan (\sqrt{\gamma} L)} ; \quad(n=0, \pm 1, \pm 2, \cdots)$,
leading to the following energy eigenvalues
$E_{n}=\frac{\hbar^{2} n^{2} \pi^{2} \gamma}{2 m \arctan ^{2}(\sqrt{\gamma} L)} ; \quad(n=0, \pm 1, \pm 2, \cdots)$.
The coefficient $A_{n}$ that appears in (42) and (43) is a normalization factor and is computed by imposing $\int_{-L}^{L} d x \rho(x)=1$. In this case, one uses the probability
density of (10) to obtain
$A_{n}^{2}=\frac{\sqrt{\gamma}}{\arctan (\sqrt{\gamma} L)}$.
One should notice that in the limit $\gamma \rightarrow 0$ one gets $A_{n}^{2}=1 / L$, which diverges in the limit $L \rightarrow \infty$, as expected. However, for $\gamma>0$, the normalization factor is always finite, and particularly in the limit $L \rightarrow \infty$ one gets $A_{n}^{2}=2 \sqrt{\gamma} / \pi$. This result is in agreement with the previous analysis of the free particle in open space [cf. (25)], where one identifies $A_{n}^{2}=2 C_{1} C_{2}=2 \sqrt{\gamma} / \pi$, as one goes from the plane-wave forms of (23) and (24) to those in (39) and (40). Moreover, in limit $L \rightarrow \infty$, one verifies that the discretization of wave vectors of (44) recovers the even series of (35). In the present case, the above quantization of wave vectors leads naturally to the orthogonality of the solutions, i.e., $\left(\psi_{n}, \phi_{n^{\prime}}\right)=\delta_{n, n^{\prime}}$.

We will now discuss a second pair of solutions for the infinite square well, which in the limit $L \rightarrow \infty$ should yield the odd series of (36). One sees that an equivalent pair of solutions in this case is obtained by replacing $\sin [..] \rightarrow \cos [.$.$] in (42) and (43).$
For this solution to satisfy the boundary conditions, one should have
$k_{n}=\frac{(n+1 / 2) \pi \sqrt{\gamma}}{\arctan (\sqrt{\gamma} L)} ; \quad(n=0, \pm 1, \pm 2, \cdots)$,
leading to the following energy eigenvalues
$E_{n}=\frac{\hbar^{2}(n+1 / 2)^{2} \pi^{2} \gamma}{2 m \arctan ^{2}(\sqrt{\gamma} L)} ; \quad(n=0, \pm 1, \pm 2, \cdots)$.
This second pair of solutions corresponds precisely to the odd series of (36), in the limit $L \rightarrow \infty$.

It is important to stress the two different procedures used herein to obtain the quantization of wave vectors: (i) Imposing the orthogonality of solutions, as done for the free-particle in full space $(-\infty<x<\infty)$; (ii) Considering appropriate boundary conditions for a particle in an infinite square well $(-L<x<L)$. These two procedures were shown to be equivalent in the limit $L \rightarrow \infty$.

## 4 Three-Dimensional Case

Herein, we will generalize the previous results to three dimensions; in this case, (2) becomes

$$
\begin{align*}
i \hbar \frac{\partial \Psi(\vec{x}, t)}{\partial t} & =\hat{H} \Psi(\vec{x}, t) \\
& =-\frac{\hbar^{2}}{2} \hat{D}_{m}^{2} \Psi(\vec{x}, t)-\frac{\hbar^{2}}{4}\left[\vec{\nabla}\left(\frac{1}{m_{e}}\right)\right] \cdot \vec{\nabla} \Psi(\vec{x}, t)  \tag{49}\\
& +V(\vec{x}) \Psi(\vec{x}, t)
\end{align*}
$$

which defines the Hamiltonian
$\hat{H}=-\frac{\hbar^{2}}{2} \hat{D}_{m}^{2}-\frac{\hbar^{2}}{4}\left[\vec{\nabla}\left(\frac{1}{m_{e}}\right)\right] \cdot \vec{\nabla}+V(\vec{x})$.
In the equations above $\vec{x} \equiv\left(x_{1}, x_{2}, x_{3}\right)$ and we consider

$$
\begin{align*}
& \hat{D}_{m}^{2} \equiv \frac{1}{m_{e_{1}}} \frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{1}{m_{e_{2}}} \frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{1}{m_{e_{3}}} \frac{\partial^{2}}{\partial x_{3}^{2}}  \tag{51}\\
& \vec{\nabla}\left(\frac{1}{m_{e}}\right) \equiv\left[\frac{\partial}{\partial x_{1}}\left(\frac{1}{m_{e_{1}}}\right), \frac{\partial}{\partial x_{2}}\left(\frac{1}{m_{e_{2}}}\right), \frac{\partial}{\partial x_{3}}\left(\frac{1}{m_{e_{3}}}\right)\right],  \tag{52}\\
& \vec{\nabla}^{2}\left(\frac{1}{m_{e}}\right) \equiv\left[\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{1}{m_{e_{1}}}\right), \frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{1}{m_{e_{2}}}\right), \frac{\partial^{2}}{\partial x_{3}^{2}}\left(\frac{1}{m_{e_{3}}}\right)\right] \tag{53}
\end{align*}
$$

with $m_{e_{i}}\left(x_{i}\right)=m /\left(1+\gamma x_{i}^{2}\right)^{2}$ for $i=1,2,3$. The proposal above corresponds to a very general type of particle's position-dependent effective mass, following parity symmetry $\left[m_{e_{i}}\left(-x_{i}\right)=m_{e_{i}}\left(x_{i}\right)\right]$ and characterized by a spatial anisotropy.
Moreover, one should have as well $V(-\vec{x})=V(\vec{x})$.
The classical field theory introduced above for the one-dimensional case may be extended to three dimensions. In this case, the Euler-Lagrange equation for the field $\Phi(\vec{x}, t)$ yields (49), whereas the one for the field $\Psi(\vec{x}, t)$ leads to the equation for the extra field $\Phi(\vec{x}, t)$, namely,

$$
\begin{align*}
-i \hbar \frac{\partial \Phi(\vec{x}, t)}{\partial t} & =\hat{H}^{\dagger} \Phi(\vec{x}, t) \\
& =-\frac{\hbar^{2}}{2} \hat{D}_{m}^{2} \Phi(\vec{x}, t)-\frac{3 \hbar^{2}}{4}\left[\vec{\nabla}\left(\frac{1}{m_{e}}\right)\right] \cdot \vec{\nabla} \Phi(\vec{x}, t)  \tag{54}\\
& -\frac{\hbar^{2}}{4}\left[\vec{\nabla}^{2}\left(\frac{1}{m_{e}}\right)\right] \Phi(\vec{x}, t)+V(\vec{x}) \Phi(\vec{x}, t)
\end{align*}
$$

corresponding to
$\hat{H}^{\dagger}=-\frac{\hbar^{2}}{2} \hat{D}_{m}^{2}-\frac{3 \hbar^{2}}{4}\left[\vec{\nabla}\left(\frac{1}{m_{e}}\right)\right] \cdot \vec{\nabla}-\frac{\hbar^{2}}{4}\left[\vec{\nabla}^{2}\left(\frac{1}{m_{e}}\right)\right]+V(\vec{x})$.
Considering the fields $\Psi(\vec{x}, t)$ and $\Phi(\vec{x}, t)$ above, one defines the probability density
$\rho(\vec{x}, t)=\frac{1}{2}\left[\Psi(\vec{x}, t) \Phi(\vec{x}, t)+\Psi^{*}(\vec{x}, t) \Phi^{*}(\vec{x}, t)\right]$,
which follows a continuity equation in three dimensions

$$
\begin{equation*}
\frac{\partial \rho(\vec{x}, t)}{\partial t}+\vec{\nabla} \cdot \vec{j}(\vec{x}, t)=0 \tag{57}
\end{equation*}
$$

where the current-density vector $\vec{j}(\vec{x}, t)$ is given by a three-dimensional generalization of the form in (12). Like in the one-dimensional case, the above continuity equation applies for general $m_{e}(\vec{x})$ and $V(\vec{x})$, ensuring the conservation of probability for all times.

By writing (49) and (54) in terms of Cartesian components, one obtains

$$
\begin{align*}
i \hbar \frac{\partial \Psi(\vec{x}, t)}{\partial t}= & -\frac{\hbar^{2}}{2 m} \sum_{i=1,2,3}\left[\left(1+\gamma x_{i}^{2}\right)^{2} \frac{\partial^{2} \Psi(\vec{x}, t)}{\partial x_{i}^{2}}\right] \\
& -\frac{\hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left[x_{i}\left(1+\gamma x_{i}^{2}\right) \frac{\partial \Psi(\vec{x}, t)}{\partial x_{i}}\right]  \tag{58}\\
& +V(\vec{x}) \Psi(\vec{x}, t), \\
i \hbar \frac{\partial \Phi(\vec{x}, t)}{\partial t}= & -\frac{\hbar^{2}}{2 m} \sum_{i=1,2,3}\left[\left(1+\gamma x_{i}^{2}\right)^{2} \frac{\partial^{2} \Phi(\vec{x}, t)}{\partial x_{i}^{2}}\right] \\
& -\frac{3 \hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left[x_{i}\left(1+\gamma x_{i}^{2}\right) \frac{\partial \Phi(\vec{x}, t)}{\partial x_{i}}\right]  \tag{59}\\
& -\frac{\hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left[\left(1+3 \gamma x_{i}^{2}\right) \Phi(\vec{x}, t)\right] \\
& +V(\vec{x}) \Phi(\vec{x}, t) .
\end{align*}
$$

Solutions similar to those of (17) and (18) hold herein also,

$$
\begin{align*}
& \Psi(\vec{x}, t)=\exp \left(-\frac{i E t}{\hbar}\right) \psi(\vec{x})  \tag{60}\\
& \Phi(\vec{x}, t)=\exp \left(\frac{i E t}{\hbar}\right) \phi(\vec{x}) \tag{61}
\end{align*}
$$

where for the present case, one has
$\psi(\vec{x})=\psi_{1}\left(x_{1}\right) \psi_{2}\left(x_{2}\right) \psi_{3}\left(x_{3}\right) ; \quad \phi(\vec{x})=\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right) \phi_{3}\left(x_{3}\right)$.
Substituting these solutions into (58) and (59) one obtains, respectively,

$$
\begin{aligned}
& -\frac{\hbar^{2}}{2 m} \sum_{i=1,2,3}\left[\left(1+\gamma x_{i}^{2}\right)^{2} \frac{1}{\psi_{i}\left(x_{i}\right)} \frac{\partial^{2} \psi_{i}\left(x_{i}\right)}{\partial x_{i}^{2}}\right] \\
& -\frac{\hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left[x_{i}\left(1+\gamma x_{i}^{2}\right) \frac{1}{\psi_{i}\left(x_{i}\right)} \frac{\partial \psi_{i}\left(x_{i}\right)}{\partial x_{i}}\right] \\
& =E-V(\vec{x})
\end{aligned}
$$

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 m} \sum_{i=1,2,3}\left[\left(1+\gamma x_{i}^{2}\right)^{2} \frac{1}{\phi_{i}\left(x_{i}\right)} \frac{\partial^{2} \phi_{i}\left(x_{i}\right)}{\partial x_{i}^{2}}\right] \\
& -\frac{3 \hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left[x_{i}\left(1+\gamma x_{i}^{2}\right) \frac{1}{\phi_{i}\left(x_{i}\right)} \frac{\partial \phi_{i}\left(x_{i}\right)}{\partial x_{i}}\right]  \tag{64}\\
& -\frac{\hbar^{2} \gamma}{m} \sum_{i=1,2,3}\left(1+3 \gamma x_{i}^{2}\right)=E-V(\vec{x})
\end{align*}
$$

From now on, we restrict ourselves to a constant potential, $V(\vec{x})=V_{0} \geq 0$.
Hence, one has the following pair of solutions for each Cartesian component $i$,
$\psi_{i}\left(x_{i}\right)=C_{1 i} \exp \left[\frac{i k_{i}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{i}\right)\right]$,
$\phi_{i}\left(x_{i}\right)=\frac{C_{2 i}}{1+\gamma x_{i}^{2}} \exp \left[\frac{-i k_{i}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{i}\right)\right]$,
with $E-V_{0}=\left(\hbar^{2} / 2 m\right)\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right)$. Next, we discuss the simple case of a free particle.

### 4.1 Free Particle

Like in the one-dimensional case, a free particle will be considered as the particular limit $V_{0}=0$; the solutions above lead to

$$
\begin{align*}
& \Psi(\vec{x}, t)=a \exp \left(-\frac{i E t}{\hbar}\right) \exp [i \alpha(\vec{x})]  \tag{67}\\
& \Phi(\vec{x}, t)=\frac{b}{\left(1+\gamma x_{1}^{2}\right)\left(1+\gamma x_{2}^{2}\right)\left(1+\gamma x_{3}^{2}\right)} \exp \left(\frac{i E t}{\hbar}\right) \exp [-i \alpha(\vec{x})] \tag{68}
\end{align*}
$$

$\alpha(\vec{x})=\sum_{i=1,2,3} \frac{k_{i}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{i}\right)$,
with $E=\left(\hbar^{2} / 2 m\right)\left(k_{1}^{2}+k_{2}^{2}+k_{3}^{2}\right)$.
Like before, within the present proposal, one has a free-particle solution characterized by a finite norm,

$$
\begin{align*}
\int d \vec{x} \rho(\vec{x}, t) & =\frac{1}{2} \int d \vec{x}\left[\Psi(\vec{x}, t) \Phi(\vec{x}, t)+\Psi^{*}(\vec{x}, t) \Phi^{*}(\vec{x}, t)\right] \\
& =a b\left[\int_{\infty}^{\infty} d x_{1} \frac{1}{\left(1+\gamma x_{1}^{2}\right)}\right]  \tag{70}\\
& \times\left[\int_{\infty}^{\infty} d x_{2} \frac{1}{\left(1+\gamma x_{2}^{2}\right)}\right]\left[\int_{\infty}^{\infty} d x_{3} \frac{1}{\left(1+\gamma x_{3}^{2}\right)}\right] \\
& =\frac{a b, \pi^{3}}{\gamma^{3 / 2}}
\end{align*}
$$

which requires $a b=\gamma^{3 / 2} / \pi^{3}$ for normalization. Consequently, this solution represents a particle localized around the origin (since $\left\langle x_{i}\right\rangle=0$ for each component), with the probability density $\rho(\vec{x}, t)$ presenting two important ingredients: (i) A finite norm; (ii) It follows a continuity equation [cf. (57)] for all times. Considering the solutions in (67)-(69), one has
$\rho(\vec{x}, t)=\rho(\vec{x})=\frac{\gamma^{3 / 2}}{\pi^{3}} \frac{1}{\left(1+\gamma x_{1}^{2}\right)\left(1+\gamma x_{2}^{2}\right)\left(1+\gamma x_{3}^{2}\right)}$,
representing the three-dimensional extension of (26). As expected, in the limit $\gamma \rightarrow$ 0 , one recovers the constant-mass free-particle solution with $m_{e}(\vec{x})=m$ and $\rho(\vec{x})=$ constant , characterizing a nonintegrability in full space.

Similarly to the one-dimensional case, the quantization comes by imposing orthogonality of the solutions above [cf. (27)]

$$
\begin{align*}
\mathcal{I}_{\vec{k}, k^{\prime}}= & \int d \vec{x} \psi_{\vec{k}}(\vec{x}) \phi_{\vec{k}}(\vec{x})=\frac{\gamma^{3 / 2}}{\pi^{3}}\left[\int_{\infty}^{\infty} d x_{1} \frac{1}{\left(1+\gamma x_{1}^{2}\right)} \exp \left\{i \frac{k_{1}-k_{1}^{\prime}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{1}\right)\right\}\right] \\
& \times\left[\int_{\infty}^{\infty} d x_{2} \frac{1}{\left(1+\gamma x_{2}^{2}\right)} \exp \left\{i \frac{k_{2}-k_{2}^{\prime}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{2}\right)\right\}\right] \\
& \times\left[\int_{\infty}^{\infty} d x_{3} \frac{1}{\left(1+\gamma x_{3}^{2}\right)} \exp \left\{i \frac{k_{3}-k_{3}^{\prime}}{\sqrt{\gamma}} \arctan \left(\sqrt{\gamma} x_{3}\right)\right\}\right]
\end{align*}
$$

leading to two set of quantized wave vectors for each Cartesian component, namely [cf. (35)],

Even $\backslash$ series: $\quad k_{n_{i}}=2 n_{i} \sqrt{\gamma}$,
Odd $\backslash$ series: $\quad k_{n_{i}}=\left(2 n_{i}+1\right) \sqrt{\gamma}$,
with $n_{i}=0, \pm 1, \pm 2, \cdots(i=1,2,3)$. The quantum of momentum in each component is given by $\delta p_{i}=\hbar\left(k_{n_{i}+1}-k_{n_{i}}\right)=2 \hbar \sqrt{\gamma}$, showing that the deformation parameter $\gamma$ is directly related to the quantization, i.e., $\delta p_{i} \rightarrow 0$, when $\gamma \rightarrow 0$.

Hence, we have shown in the present section that the anisotropy introduced herein in the effective mass, characterized by independence in the Cartesian directions,
$m_{e_{i}}\left(x_{i}\right)=m /\left(1+\gamma x_{i}^{2}\right)^{2}$ for $i=1,2,3$, allows to extend the one-dimensional results of the previous sections to three-dimensions. From the results above, the formulation of the problem for an arbitrary number of dimensions becomes straightforward.

## 5 Conclusions

To conclude, we have introduced a non-Hermitian PT symmetric Hamiltonian $\hat{H}$, characterized by position-dependent masses, from which a linear Schrödinger equation, $i \hbar,[\partial \Psi(x, t) / \partial t]=\hat{H} \Psi(x, t)$, was defined. This equation emerged through a deformed differential operator, characterized by a positive deformation parameter $\gamma$. Such a deformation is very similar to those used frequently on nonextensive statistical mechanics, such that the standard differential operator is recovered when $\gamma \rightarrow 0$. Within the present proposal, one has $\hat{H}^{\dagger} \neq \hat{H}$ for $\gamma>0$, whereas Hermiticity is recovered only in the limit $\gamma \rightarrow 0$. Previous approaches, based on an exact classical field theory, have shown the necessity of an extra field $\Phi(x, t)$ for these classes of equations, where the field $\Phi(x, t)$ becomes $\Psi^{*}(x, t)$ only when $\hat{H}^{\dagger}=\hat{H}$, i.e., $\gamma=0$. This extra field satisfies the conjugate equation, $-i \hbar,[\partial \Phi(x, t) / \partial t]=\hat{H}^{\dagger} \Phi(x, t)$.

Considering an appropriate probability density, defined in terms of both fields $\Psi(x$, $t)$ and $\Phi(x, t)$, a continuity equation follows, guaranteeing the preservation of probability. The introduction of the extra field $\Phi(x, t)$ is mandatory for a continuity equation, and consequently, for a consistent definition of a probability density that is conserved. For this class of mass-dependent Schrödinger equations, this result is not possible (as far as we know) by considering only the Schrödinger equation and its complex conjugate; however, by introducing the extra field $\Phi(x, t)$, following the corresponding conjugate equation, the continuity equation follows for a general effective mass $m_{e}(x)$ and external potential $V(x)$. It is also shown that the new field $\Phi(x, t)$ corresponds to the left eigenstate of the operator $\hat{H}$, or to the right eigenstate of $\hat{H}^{\dagger}$.

The equations for the two fields were solved analytically in simple cases, namely, a free particle in full space, and a particle in an infinite square well $(-L<x<L)$. For the free particle, the quantization of momenta was obtained by imposing the orthogonality of solutions, yielding a quantum of momentum $\delta p=\hbar\left(k_{n+1}-k_{n}\right)=2 \hbar \sqrt{\gamma}$, providing a physical interpretation for the deformation parameter $\gamma$ within the present approach. For the particle in the square well the standard procedure was considered, i.e., imposing boundary conditions. These two schemes for quantization were shown to be equivalent in the limit $L \rightarrow$
$\infty$. The free-particle solution studied herein has exhibited the remarkable property of integrability in full space, being characterized by a finite norm. This result is to be contrasted with the free-particle within the standard Schrödinger equation, for which the plane-wave solution does not present a well-defined norm.
A three-dimensional proposal was also presented, in terms of the two fields $\Psi(\vec{x}, t)$ and $\Phi(\vec{x}, t)$, being characterized by an anisotropic form for the position-dependent masses. It was shown that all results obtained in the one-dimensional analysis should hold for each Cartesian component independently. Particularly, the quantization and normalizability of the free-particle solution in full open space were demonstrated, identifying a particle localized around the origin. Hence, analogously to what happens in the standard Schrödinger equation, the wave packet procedure, where a localized wave is obtained by a superposition of plane waves, may be also used herein; however, as we have shown above, a localized wave appears naturally through the solutions of the nonlinear equations associated to the fields $\Psi(\vec{x}, t)$ and $\Phi(\vec{x}, t)$.

For the purposes of the present work, physical systems characterized by interfaces where changes in the chemical composition exist should be relevant. Particularly, good candidates are semiconductor heterostructures, which are composed by sets of such interfaces (i.e., heterojunctions) and are well known to produce positiondependent effective masses. In these heterojunctions, the chemical changes do not occur abruptly, but instead, they are graded over some specified distance, and consequently, the effective mass should be a continuous function of the position. Hence, for an electron moving inside such a structure, its mass varies continuously with the position, and so it should be describable by a mass-dependent Schrödinger equation. The present proposal for effective mass, $m_{e}(x)=m /\left(1+\gamma x^{2}\right)^{2}$, leads to a maximum probability density at the origin, decreasing continuously for increasing values of $|x|$, and represents typically the physical situation that occurs with the concentration of electrons in $p n p$ junctions. The parameter $\gamma$ should be adjusted from measurements and is expected to depend on the particular types of materials used in the junctions.
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