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#### Abstract

In this paper we consider a continuous time random walk (CTRW) model with a decoupled jump pdf. Further, we consider an approximate jump length pdf; for the waiting time pdf we do not use any approximation and we employ a function which depends on multiple characteristic times given by a sum of exponential functions. This waiting time pdf can reproduce power-law behavior for intermediate times. Using this specific waiting time probability density, we analyze the behavior of the second moment generated by the CTRW model. It is known that the waiting time pdf given by an exponential function generates a normal diffusion process, but for our waiting time pdf the second moment can give an anomalous diffusion process for intermediate times, and the normal diffusion process is maintained for the long-time limit. We note that systems which present subdiffusive behavior for intermediate times but reach normal diffusion at large times have been observed in biology.
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## 1. Introduction

Diffusion is a ubiquitous phenomenon, and it is one of the fundamental mechanisms for transport of materials in physical, chemical and biological systems. The most well-known example of a diffusion process is Brownian motion. Diffusion processes can be classified according to their mean square displacements

$$
\begin{equation*}
\left\langle x^{2}(t)\right\rangle \sim t^{\alpha} . \tag{1}
\end{equation*}
$$

Anomalous diffusion has a mean square displacement that deviates from linear time dependence. The process is called subdiffusive when $0<\alpha<1$ and superdiffusive when $\alpha>1$. Nowadays, there are several approaches for describing anomalous diffusion processes, and they can be applied to many situations of natural systems [1]-[9]. One of the most interesting features incorporated into these approaches is the memory effect. In particular, the memory effect incorporated into the Langevin approach, referred to as the generalized Langevin equation (GLE) [4], can be associated with the retardation of friction and fractal media $[10,11]$. Moreover, according to the fluctuation-dissipation theorem [1], the internal friction is directly related to the correlation function of the random force.

In many situations, a finite correlated noise is necessary for describing the real systems in equilibrium states. However, in order to describe anomalous diffusion, a nonlocal friction should be employed, satisfying the fluctuation-dissipation theorem. For instance, anomalous diffusion processes have been observed in a variety of systems such as bacterial cytoplasm motion [12], conformational fluctuations within a single protein molecule [13] and fluorescence intermittency in single enzymes [14]. These processes have been described using the GLE, and a memory effect has also been shown using generalized Fokker-Planck equations (GFPE) [4]. It should be noted that other models may also be considered for describing these systems.

In particular, the continuous time random walk (CTRW) [15] can also be employed to describe anomalous diffusion [16]-[22]. Further, the CTRW with a power-law waiting time probability density function (pdf) [23,24] was linked to the following fractional Fokker-

Planck equation [5]:

$$
\begin{equation*}
\frac{\partial \rho(x, t)}{\partial t}={ }_{0} D_{t}^{1-\alpha} K_{\alpha} \frac{\partial^{2}}{\partial x^{2}} \rho(x, t), \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }_{0} D_{t}^{1-\alpha} \rho(x, t)=\frac{1}{\Gamma(\alpha)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{\rho\left(x, t_{1}\right)}{\left(t-t_{1}\right)^{1-\alpha}} \mathrm{d} t_{1} \tag{3}
\end{equation*}
$$

is the Riemann-Liouville fractional derivative and $\Gamma(z)$ is the Gamma function. $\rho(x, t) \mathrm{d} x$ is the probability for finding a particle in a position between $x$ and $x+\mathrm{d} x$ at time $t$. It should be noted that the memory effect in the GLE approach appears on the level of the stochastic equation but leads to time-dependent coefficients on the noise-averaged level. In contrast to the GLE approach, the subdiffusive CTRW model has a memory kernel on the noise-averaged level.

The CTRW model may be described using a set of Langevin equations [5, 25, 26] or an appropriate generalized master equation $[19,27,28]$. The pdf $\rho(x, t)$ obeys the following equation in Fourier-Laplace space [5]:

$$
\begin{equation*}
\rho(k, s)=\frac{1-g(s)}{s} \frac{\rho_{0}(k)}{1-\psi(k, s)}, \tag{4}
\end{equation*}
$$

where $\rho_{0}(k)$ is the Fourier transform of the initial condition $\rho_{0}(x), \psi(x, t)$ is the jump pdf and $g(t)$ is the waiting time pdf defined by

$$
\begin{equation*}
g(t)=\int_{-\infty}^{\infty} \psi(x, t) \mathrm{d} x \tag{5}
\end{equation*}
$$

Moreover, from the jump pdf we also have the jump length pdf defined by

$$
\begin{equation*}
\phi(x)=\int_{0}^{\infty} \psi(x, t) \mathrm{d} t \tag{6}
\end{equation*}
$$

In many cases, the CTRW model can be simplified through the decoupled jump pdf $\psi(k, s)=\phi(k) g(s)$. In particular, we consider a finite jump length variance. In this case we can take, for instance, a Gaussian jump length pdf, and its lowest order in Fourier space is given by [5]

$$
\begin{equation*}
\phi(k) \sim 1-D k^{2}+\mathrm{O}\left(k^{4}\right) \tag{7}
\end{equation*}
$$

In fact, any jump length pdf with finite variance leads to this small $k$ behavior, and in the continuum limit only the lowest order enters into the CTRW theory. In this situation, different kinds of CTRW models are specified through specifying the waiting time pdf. The CTRW model is also connected to a class of Fokker-Planck equations [5, 29]. Furthermore, in the CTRW model, solutions for $\rho(x, t)$ under the condition of a long-tailed waiting time pdf can be found in [30]-[32].

Substituting equation (7) into (4), we have

$$
\begin{equation*}
\rho(k, s)=\frac{1-g(s)}{s} \frac{\rho_{0}(k)}{1-\left(1-D k^{2}\right) g(s)} . \tag{8}
\end{equation*}
$$

It should be noted that the CTRW model can be classified according to the characteristic waiting time $T$ and the jump length variance $\Sigma^{2}$ defined by

$$
\begin{equation*}
T=\int_{0}^{\infty} t g(t) \mathrm{d} t \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma^{2}=\int_{-\infty}^{\infty} x^{2} \phi(x) \mathrm{d} x \tag{10}
\end{equation*}
$$

For finite $T$ and $\Sigma^{2}$, the long-time limit corresponds to Brownian motion [5]. Although equation (8) is valid for a finite jump length variance, anomalous diffusion can be produced by equation (8) with appropriate choices of waiting time pdf. With this perspective, we propose to investigate some interesting aspects of anomalous diffusion processes related to the CTRW model. Moreover, anomalous diffusion is a subject of great current interest.

The aim of this work is to investigate the behavior of a particle's diffusion with a specified waiting time pdf given by a sum of $N$ exponential functions. We should note an interesting aspect of this waiting time pdf; it can describe power-law behavior for intermediate times and exponential behavior for the long-time limit. Moreover, the greater the value of $N$, the greater the range for the power-law behavior. For this case the particle spends more time in a specified site for intermediate times, and it can describe anomalous behaviors. However, in the long-time limit the system recovers the usual diffusive process due to the exponential behavior of the waiting time pdf which gives a finite characteristic waiting time. We note that this kind of regime has been observed in biological systems [33]-[35]. This paper is organized as follows. In section 2 we study the CTRW model through the second moment using a waiting time pdf with multiple characteristic times. In section 3, we show the exact solutions for the pdf $\rho(x, t)$. Finally, conclusions are presented in section 4.

## 2. The continuous time random walk model and the second moment for multiple characteristic times

Equation (8) was already employed for studying diffusion behavior when the form of the waiting time pdf $g(t)$ was first specified, e.g., as a power-law function in the longtime limit [5]. In this case, the corresponding fractional differential equation is given by equation (2). For $\alpha=1$, equation (2) gives the well-known ordinary diffusion equation. For a generic form of $g(t)$ the corresponding integro-differential equation for CTRW can be described via the following equation [36]:

$$
\begin{equation*}
\frac{\partial \rho(x, t)}{\partial t}-\int_{0}^{t} g\left(t-t_{1}\right) \frac{\partial \rho\left(x, t_{1}\right)}{\partial t_{1}} \mathrm{~d} t_{1}=D \frac{\partial}{\partial t} \int_{0}^{t} g\left(t-t_{1}\right) \frac{\partial^{2} \rho\left(x, t_{1}\right)}{\partial x^{2}} \mathrm{~d} t_{1} \tag{11}
\end{equation*}
$$

We note that equation (11) has a different form to the ones described in [27, 37]. In order to obtain equation (11) we first apply the inverse Fourier transform to equation (8) and we obtain

$$
\begin{equation*}
\rho(x, s)-\frac{1}{s} \rho(x, 0)-g(s) \rho(x, s)+\frac{1}{s} g(s) \rho(x, 0)=D g(s) \frac{\partial^{2} \rho(x, s)}{\partial x^{2}} . \tag{12}
\end{equation*}
$$

Now we apply the inverse Laplace transform to equation (12); we have

$$
\begin{gather*}
\rho(x, t)-\rho(x, 0)-\int_{0}^{t} g\left(t-t_{1}\right) \rho\left(x, t_{1}\right) \mathrm{d} t_{1}+\rho(x, 0) \int_{0}^{t} g\left(t_{1}\right) \mathrm{d} t_{1} \\
=D \int_{0}^{t} g\left(t-t_{1}\right) \frac{\partial^{2} \rho\left(x, t_{1}\right)}{\partial x^{2}} \mathrm{~d} t_{1} . \tag{13}
\end{gather*}
$$

Applying the operator $\partial / \partial t$ to equation (13), one can obtain the integro-differential equation (11).

For the case of $g(t)=t^{\alpha-1} / \Gamma(\alpha)$, the integrals of equation (11) become the Caputo or the Riemann-Liouville fractional derivatives. The difference between them is that the Caputo fractional derivative requires the integrability of the derivative and contains the initial value of the function. Therefore the Caputo fractional derivative is more restrictive than the Riemann-Liouville fractional derivative. However, if the initial values are properly taken into account, the two formulations are equivalent. It should be pointed out that the use of these operators may lead to different behaviors including unphysical behavior in different systems [38, 39]. Equation (11) is derived from a well-defined physical process, and no ambiguities and unphysical behaviors are expected. The left side of equation (11) shows the variation of $\rho(x, t)$ with respect to time, which depends not only on the ordinary derivative operator but also on the difference between ordinary and nonlocal integral operators.

Equation (11) can be used for obtaining the second moment. We note that

$$
\begin{equation*}
\frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t}=\int_{-\infty}^{\infty} x^{2} \frac{\partial \rho(x, t)}{\partial t} \mathrm{~d} x . \tag{14}
\end{equation*}
$$

Substituting equation (11) into (14) yields
$\frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t}=\int_{0}^{t} g\left(t-t_{1}\right) \frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t_{1}} \mathrm{~d} t_{1}+D \frac{\partial}{\partial t} \int_{0}^{t} g\left(t-t_{1}\right) \int_{-\infty}^{\infty} x^{2} \frac{\partial^{2} \rho(x, t)}{\partial x^{2}} \mathrm{~d} x \mathrm{~d} t_{1}$.
After integrating the second term of the right side of equation (15) by parts twice, we have

$$
\begin{equation*}
\frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t}=\int_{0}^{t} g\left(t-t_{1}\right) \frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t_{1}} \mathrm{~d} t_{1}+2 D \frac{\partial}{\partial t} \int_{0}^{t} g\left(t-t_{1}\right) \int_{-\infty}^{\infty} \rho(x, t) \mathrm{d} x \mathrm{~d} t_{1} \tag{16}
\end{equation*}
$$

where we also consider that $\lim _{x \rightarrow \pm \infty} \rho(x, t)$ and it decreases faster than $1 / x$. The normalization of the pdf $\rho(x, t)$ requires that $\int_{-\infty}^{\infty} \rho(x, t) \mathrm{d} x=1$. Finally, equation (16) can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t}=\int_{0}^{t} g\left(t-t_{1}\right) \frac{\mathrm{d}\left\langle x^{2}\right\rangle}{\mathrm{d} t_{1}} \mathrm{~d} t_{1}+2 D \frac{\partial}{\partial t} \int_{0}^{t} g\left(t-t_{1}\right) \mathrm{d} t_{1} . \tag{17}
\end{equation*}
$$

Employing the Laplace transform in equation (17) we obtain

$$
\begin{equation*}
\left\langle x^{2}\right\rangle_{\mathrm{L}}=\frac{\left\langle x^{2}\right\rangle_{0}}{s}+\frac{2 D g(s)}{s[1-g(s)]} \tag{18}
\end{equation*}
$$

in Laplace space. We have shown that for equation (11), even for a generic waiting time pdf, the second moment of displacement can be directly obtained from equation (18).

Thus, different diffusion behaviors can be found when substituting different waiting time pdfs into equation (18).

Considering that the waiting time pdf must be positive and normalizable; there exist only a few simple functions that can be used as waiting time pdfs. Now we propose a more complicated form of waiting time pdf and investigate diffusion behaviors generated with it. Our proposal is made up of a sum of exponential functions, which is given by

$$
\begin{equation*}
g(t)=A_{N} \sum_{i=0}^{N} c_{i} \mathrm{e}^{-\lambda_{i} t} \tag{19}
\end{equation*}
$$

where $c_{i}$ and $\lambda_{i}$ are constants, and $A_{N}$ is a normalization constant given by

$$
\begin{equation*}
A_{N}=\frac{1}{\sum_{i=0}^{N} c_{i} / \lambda_{i}} \tag{20}
\end{equation*}
$$

We also consider $\lambda_{i}>0$. A multiexponential model can be found for excited-state decay systems, for instance for a system of emitting residues, with the assumption of noninteracting resonance transitions [40]. Moreover, many positive functions can be well approximated by a finite sum of exponential function indicating that the waiting time pdf can contain several characteristic times. In particular, we should note an interesting aspect of the waiting time pdf (19); for an appropriate choice of $c_{i}$ and $\lambda_{i}$ the function $g(t)$ can describe power-law behavior with logarithmic oscillations for intermediate times and exponential behavior for the long-time limit. Moreover, the greater the value of $N$, the greater the range for the power-law behavior. In contrast to the pure power-law function, which is not normalizable, the waiting time pdf (19) is normalizable and its characteristic waiting time is also finite, $T=A_{N} \sum_{i=0}^{N} c_{i} / \lambda_{i}^{2}$, for $N$ finite; then, the long-time limit corresponds to the normal diffusion.

The Laplace transform of $g(t)$ is given by

$$
\begin{equation*}
g(s)=A_{N} \sum_{i=0}^{N} \frac{c_{i}}{\lambda_{i}+s} . \tag{21}
\end{equation*}
$$

Substituting equation (21) into (18) we have
$\frac{\left\langle x^{2}\right\rangle_{\mathrm{L}}}{2 D}=-\frac{1}{s}+\frac{1}{s^{2}} \frac{P N_{N+1}+P N_{N} s+P N_{N-1} s^{2}+\cdots+P N_{1} s^{N}+P N_{0} s^{N+1}}{K N_{N}+K N_{N-1} s+K N_{N-2} s^{2}+\cdots+K N_{1} s^{N-1}+s^{N}}$,
where the coefficients $P N_{i}$ and $K N_{i}$ correspond to the expansions of $\left(\lambda_{0}+s\right) \cdots\left(\lambda_{N}+s\right)$ and $\left(\lambda_{0}+s\right) \cdots\left(\lambda_{N}+s\right)-A_{N}\left[c_{0}\left(\lambda_{1}+s\right) \cdots\left(\lambda_{N}+s\right)+c_{1}\left(\lambda_{0}+s\right)\left(\lambda_{2}+s\right) \cdots\left(\lambda_{N}+s\right)+\right.$ $\left.c_{2}\left(\lambda_{0}+s\right)\left(\lambda_{1}+s\right)\left(\lambda_{3}+s\right) \cdots\left(\lambda_{N}+s\right)+c_{N}\left(\lambda_{0}+s\right) \cdots\left(\lambda_{N-1}+s\right)\right]$, respectively. The second moment is given by

$$
\begin{align*}
\frac{\left\langle x^{2}\right\rangle}{2 D}=-1+ & \sum_{m_{N}=0}^{\infty} \frac{\left[-K N_{N} t^{N}\right]^{m_{N}}}{m_{N}!} \sum_{m_{N-1}=0}^{\infty} \frac{\left[-K N_{N-1} t^{N-1}\right]^{m_{N-1}}}{m_{N-1}!} \cdots \sum_{m_{1}=0}^{\infty} \frac{\left[-K N_{1} t\right]^{m_{1}}}{m_{1}!} \\
& \times\left(\sum_{i 1=1}^{N} m_{i 1}\right)!\left[\sum_{j=0}^{N+1} \frac{P N_{j} t^{j}}{\Gamma\left(\sum_{i 2=1}^{N}(i 2) m_{i 2}+j+1\right)}\right] \tag{23}
\end{align*}
$$

for $N \geq 1$. We note that one can write equation (23) in terms of the generalized MittagLeffler function as follows. First, we rewrite equation (23) as

$$
\begin{align*}
\frac{\left\langle x^{2}\right\rangle}{2 D}=-1+ & \sum_{m_{N}=0}^{\infty} \frac{\left[-K N_{N} t^{N}\right]^{m_{N}}}{m_{N}!} \cdots \sum_{m_{2}=0}^{\infty} \frac{\left[-K N_{2} t^{2}\right]^{m_{2}}}{m_{2}!} \\
& \times\left[\sum_{j=0}^{N+1}\left(P N_{j} t^{j} \sum_{m_{1}=0}^{\infty} \frac{\left(\sum_{i 1=1}^{N} m_{i 1}\right)!\left[-K N_{1} t\right]^{m_{1}}}{m_{1}!\Gamma\left(\sum_{i 2=1}^{N}(i 2) m_{i 2}+j+1\right)}\right)\right] \tag{24}
\end{align*}
$$

The summation inside the parenthesis can be written in terms of the generalized MittagLeffler function

$$
\begin{align*}
\frac{\left\langle x^{2}\right\rangle}{2 D}=-1+ & \sum_{m_{N}=0}^{\infty} \frac{\left[-K N_{N} t^{N}\right]^{m_{N}}}{m_{N}!} \cdots \sum_{m_{2}=0}^{\infty} \frac{\left[-K N_{2} t^{2}\right]^{m_{2}}}{m_{2}!} \\
& \times\left[\sum_{j=0}^{N+1} P N_{j} t^{j} E_{1, j+1+\sum_{i 21}\left(\sum_{i 11}^{N-1}(i 2) m_{i 2+1}\right.}^{\left(m_{i 1}^{N-1}\right)}\left(-K N_{1} t\right)\right] \tag{25}
\end{align*}
$$

where $E_{\mu, \nu}(y)$ is defined by [41, 42]

$$
\begin{equation*}
E_{\mu, \nu}(y)=\sum_{m=0}^{\infty} \frac{y^{m}}{\Gamma(\nu+\mu m)} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\mu, \nu}^{n}(y)=\frac{\mathrm{d}^{n}}{\mathrm{~d} y^{n}} E_{\mu, \nu}(y)=\sum_{m=0}^{\infty} \frac{(m+n)!y^{m}}{\Gamma(\nu+\mu(m+n))} \tag{27}
\end{equation*}
$$

Equation (25) has the following asymptotic behavior $(t \gg 1)$ :

$$
\begin{equation*}
\frac{\left\langle x^{2}\right\rangle}{2 D} \sim-1+\frac{P N_{N}}{K N_{N}}-\frac{P N_{N+1} K N_{N-1}}{\left(K N_{N}\right)^{2}}+\frac{P N_{N+1}}{K N_{N}} t \tag{28}
\end{equation*}
$$

and it describes normal diffusive behavior.
In order to show some interesting aspects of the CTRW model with the waiting time pdf (19) we consider specific choices of $c_{i}$ and $\lambda_{i}$. For the first case, we consider $N=1$, $\lambda_{0}=b_{1}, \lambda_{1}=b_{2}$ and $A_{1}=1$. In particular, this model can reproduce the mean square displacement of the Langevin equation for Brownian motion of a particle with an inertial term. The normalization of $g(t)$ implies that

$$
\begin{equation*}
c_{0}=b_{1}\left(1-\frac{c_{1}}{b_{2}}\right) . \tag{29}
\end{equation*}
$$

Substituting equation (29) into (18) we obtain

$$
\begin{equation*}
\left\langle\left(x-x_{0}\right)^{2}\right\rangle=\frac{2 d}{E_{3}^{2}}\left[-\left(E_{2}-E_{1} E_{3}\right)\left(1-\mathrm{e}^{-E_{3} t}\right)+E_{2} E_{3} t\right] \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
& E_{1}=b_{1}+\left(1-\frac{b_{1}}{b_{2}}\right) c_{1},  \tag{31}\\
& E_{2}=b_{1} b_{2} \tag{32}
\end{align*}
$$

and

$$
\begin{equation*}
E_{3}=b_{2}-\left(1-\frac{b_{1}}{b_{2}}\right) c_{1} . \tag{33}
\end{equation*}
$$

Now we can compare the result (30) with that of the Langevin equation for Brownian motion [3]. This system is described by the following equation:

$$
\begin{equation*}
\frac{\mathrm{d} v(t)}{\mathrm{d} t}+\gamma v(t)=\Theta(t) \tag{34}
\end{equation*}
$$

where $\Theta(t)$ is the Langevin force with zero mean, $\langle\Theta(t)\rangle=0$, and the correlation function given by $\left\langle\Theta\left(t_{1}\right) \Theta\left(t_{2}\right)\right\rangle=q \delta\left(t_{1}-t_{2}\right)$, and $\delta(t)$ is the Dirac delta function. The mean square displacement of the Brownian motion of a particle is given by

$$
\begin{equation*}
\left\langle\left(x-x_{0}\right)^{2}\right\rangle=\left(v_{0}^{2}-\frac{q}{2 \gamma}\right) \frac{\left(1-\mathrm{e}^{-\gamma t}\right)^{2}}{\gamma^{2}}-\frac{q}{\gamma^{3}}\left(1-\mathrm{e}^{-\gamma t}\right)+\frac{q}{\gamma^{2}} t \tag{35}
\end{equation*}
$$

and the diffusion constant $K$ given by $K=q /\left(2 \gamma^{2}\right)$.
In order to reproduce the result (35) from equation (30) we first consider the initial velocity distribution for the stationary state given by $\left\langle v_{0}^{2}\right\rangle=q /(2 \gamma)$. Then, from equation (35) we have

$$
\begin{equation*}
\left\langle\left(x-x_{0}\right)^{2}\right\rangle=-\frac{q}{\gamma^{3}}\left(1-\mathrm{e}^{-\gamma t}\right)+\frac{q}{\gamma^{2}} t, \tag{36}
\end{equation*}
$$

and from equations (30) to (33) we have
$b_{1}=\frac{q}{D \gamma^{2}} \frac{1}{\left(1 \pm \sqrt{1-\left(2 q / D \gamma^{3}\right)}\right.}, \quad b_{2}=\frac{\gamma}{2}\left(1 \pm \sqrt{1-\frac{2 q}{D \gamma^{3}}}\right), \quad c_{0}=-c_{1}$,
$E_{1}=0, \quad E_{2}=\frac{q}{2 D \gamma} \quad$ and $\quad E_{3}=\gamma$.
These results give the Langevin approach and CTRW model as closely related to each other. In fact, in the Langevin equation (34) the parameters $\gamma$ and $q$ are related to the macroscopic and microscopic characteristic times, respectively. In the CTRW model these quantities are related to the parameters $b_{1}$ and $b_{2}$ of the waiting time pdf. Notice that the mean square displacement (36) has ballistic diffusion for short time and eventually reaches normal diffusion.


Figure 1. Plots of $g(t)$ for different values of $a$ and $b$. The solid lines correspond to $a=2 / 15$ and $b=0.7$. The dotted lines correspond to $a=3 / 15$ and $b=0.7$, and the dashed lines correspond to $a=5 / 15$ and $b=0.7$.

For the second case, we take $c_{i}=(a / b)^{i}>0$ and $\lambda_{i}=a^{i}$, and we obtain

$$
\begin{equation*}
A_{N}=\frac{1}{\sum_{m=0}^{N} 1 / b^{m}} \tag{39}
\end{equation*}
$$

In figure 1 we show $g(t)$ for $N=2$ and 4 . We note that $g(t)$ can approximately describe power-law behavior for intermediate times and it decays exponentially in the long-time limit. Moreover, the greater the value of $N$, the greater the range for the power-law behavior. We also note that in addition to this power-law main trend, there occur subdominant logarithmic oscillations [43,44] (as can be identified in figure 1). If $g(t)$ is not a discrete sum of exponentials but a sum in the continuum limit (given by an integral), then logarithmic oscillations could not occur [45]. This kind of self-similar structure $(N \rightarrow \infty)$ was initially considered in the economic context [46] and subsequently in other systems such as physical, chemical and biological systems (see [43]-[45], [47] and references therein). These facts reinforce our belief that the diffusive process based on the above waiting time pdf may be useful in the discussion of systems with many timescales.

Now we consider $N=2$. From equation (23) we obtain

$$
\begin{align*}
\frac{\left\langle x^{2}\right\rangle}{2 D}=-1+ & \sum_{m_{2}=0}^{\infty} \frac{\left[-K 2_{2} t^{2}\right]^{m_{2}}}{m_{2}!} \sum_{m_{1}=0}^{\infty} \frac{\left[-K 2_{1} t\right]^{m_{1}}\left(m_{1}+m_{2}\right)!}{m_{1}!}\left[\frac{a^{3} t^{3}}{\Gamma\left(2 m_{2}+m_{1}+4\right)}\right. \\
& \left.+\frac{a\left(1+a+a^{2}\right) t^{2}}{\Gamma\left(2 m_{2}+m_{1}+3\right)}+\frac{\left(1+a+a^{2}\right) t}{\Gamma\left(2 m_{2}+m_{1}+2\right)}+\frac{1}{\Gamma\left(2 m_{2}+m_{1}+1\right)}\right] \tag{40}
\end{align*}
$$

where the term $\left\langle x^{2}\right\rangle_{0} / s$ has been omitted, and

$$
\begin{equation*}
K 2_{1}=1+a+a^{2}-A_{2}\left(1+\frac{a}{b}+\left(\frac{a}{b}\right)^{2}\right) \tag{41}
\end{equation*}
$$



Figure 2. Plots of $\left\langle x^{2}\right\rangle$ for different values of $a$ and $b$ with $N=2$. The upper and lower figures correspond to $a=2 / 15,5 / 15$ and $b=0.7$, respectively. The solid lines are obtained from equation (40) and the dashed lines are the asymptotic curves obtained from equation (43). The dotted lines correspond to linear functions given by $0.54 t$ (for the upper figure) and $0.75 t$ (for the lower figure).
and

$$
\begin{equation*}
K 2_{2}=a\left(1+a+a^{2}\right)-A_{2}\left(a+a^{2}+\frac{a}{b}\left(1+a^{2}\right)+\left(\frac{a}{b}\right)^{2}(1+a)\right) \tag{42}
\end{equation*}
$$

The asymptotic limit of equation (40) is given by

$$
\begin{equation*}
\frac{\left\langle x^{2}\right\rangle}{2 D} \sim-1-\frac{a^{3} K 2_{1}}{\left(K 2_{2}\right)^{2}}+\frac{a\left(1+a+a^{2}\right)}{K 2_{2}}+\frac{a^{3}}{K 2_{2}} t \tag{43}
\end{equation*}
$$

In figure 2 we show the behavior of $\left\langle x^{2}\right\rangle$ for different values of $a$ and $b$. It deviates from the normal diffusion for intermediate times and the normal diffusion behavior is maintained in the long-time limit. We see that the beginning and the end of the subdiffusive behavior coincide with the power-law behavior of figure 1.

For $N=4$ we have

$$
\begin{aligned}
\frac{\left\langle x^{2}\right\rangle}{2 D}=-1+ & \sum_{m_{4}=0}^{\infty} \frac{\left[-K 4_{4} t^{4}\right]^{m_{4}}}{m_{4}!} \sum_{m_{3}=0}^{\infty} \frac{\left[-K 4_{3} t^{3}\right]^{m_{3}}}{m_{3}!} \sum_{m_{2}=0}^{\infty} \frac{\left[-K 4_{2} t^{2}\right]^{m_{2}}}{m_{2}!} \\
& \times \sum_{m_{1}=0}^{\infty} \frac{\left[-K 4_{1} t\right]^{m_{1}}\left(m_{1}+m_{2}+m_{3}+m_{4}\right)!}{m_{1}!}\left[\frac{a^{10} t^{5}}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+6\right)}\right. \\
& +\frac{P 4_{4} t^{4}}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+5\right)}+\frac{P 4_{3} t^{3}}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+4\right)}
\end{aligned}
$$



Figure 3. Plots of $\left\langle x^{2}\right\rangle$ for different values of $a$ and $b$ with $N=4$. The upper and lower figures correspond to $a=2 / 15,5 / 15$ and $b=0.7$, respectively. The solid lines are obtained from equation (44). The dotted lines correspond to linear functions given by $0.187 t$ (for the upper figure) and $0.32 t$ (for the lower figure).

$$
\begin{align*}
& +\frac{P 4_{2} t^{2}}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+3\right)}+\frac{P 4_{1} t}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+2\right)} \\
& \left.+\frac{1}{\Gamma\left(4 m_{4}+3 m_{3}+2 m_{2}+m_{1}+1\right)}\right] \tag{44}
\end{align*}
$$

The asymptotic limit of equation (44) is given by

$$
\begin{equation*}
\frac{\left\langle x^{2}\right\rangle}{2 D} \sim-1+\frac{P 4_{4}}{K 4_{4}}-\frac{a^{10} K 4_{3}}{\left(K 4_{4}\right)^{2}}+\frac{a^{10}}{K 4_{4}} t \tag{45}
\end{equation*}
$$

In figure 3 we show the behavior of $\left\langle x^{2}\right\rangle$ for different values of $a$ and $b$. We see that the behavior of $\left\langle x^{2}\right\rangle$ deviates from the normal diffusion for intermediate times. The normal diffusion behavior is maintained in the long-time limit (45).

## 3. The exact solution for the probability density

Generally speaking, using equation (4) one can calculate the pdf in the framework of the CTRW model. However, it is hard to obtain the exact pdf from equation (4). In particular, we can obtain the exact solution for $\rho(x, t)$ in the case of the waiting time pdf given in section 2. In the following, we consider the initial condition as $\rho_{0}(k)=1$. After we take the Fourier inverse for $\rho(k, s)$ in equation (8), we have

$$
\begin{equation*}
\rho(x, s)=\frac{1-g(s)}{2 \pi D s g(s)} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} k x}}{k^{2}+((1-g(s)) / D g(s))} \mathrm{d} k \tag{46}
\end{equation*}
$$

We note that the denominator can have three different poles: $1-g(s)=0$ gives the trivial result, $(1-g(s)) / g(s)<0$ gives the poles on the real axis and $(1-g(s)) / g(s)>0$ gives the
poles on the imaginary axis. For the waiting time pdf given in section 2 we can restrict to the case of the poles on the imaginary axis. Thus, the solution for $\rho(x, s)$ is given by

$$
\begin{equation*}
\rho(x, s)=\frac{1}{2 \sqrt{D} s} \sqrt{\frac{1-g(s)}{g(s)}} \exp \left(-\frac{|x|}{\sqrt{D}} \sqrt{\frac{1-g(s)}{g(s)}}\right) \tag{47}
\end{equation*}
$$

Before obtaining the exact solutions to $\rho(x, t)$ we can calculate the second moment in Laplace space which yields

$$
\begin{equation*}
\left\langle x^{2}\right\rangle_{\mathrm{L}}=\frac{2 D g(s)}{s[1-g(s)]} \tag{48}
\end{equation*}
$$

This result is similar to (18), except for the term of the initial value $\left\langle x^{2}\right\rangle_{0}$.
For the waiting time pdf (19) the solution for $\rho_{N}(x, t)$ can be obtained from equation (47) and it is given in the appendix.

The asymptotic expansion of $\rho_{N}(x, t)$ (for finite $x$ and $t \gg 1$ ) is given by

$$
\begin{equation*}
\rho_{N}(x, t) \sim \frac{1}{2} \sqrt{\frac{K N_{N}}{\pi D\left(\prod_{l=0}^{N} \lambda_{l}\right) t}} \tag{49}
\end{equation*}
$$

It is worth mentioning that the pdf $\rho_{N}(x, t)$ shows the same power-law decay $1 / \sqrt{t}$ of the normal diffusion for all $N$, and it is also independent of the spatial coordinate $x$. This result is not a surprise because the waiting time pdf (19) has a finite characteristic waiting time.

As examples, we now present the solutions for the cases discussed in the previous section with $N=1$ and 2. For the case of $N=1$ (see equation (29)) the solution for $\rho(x, t)$ is given by

$$
\begin{gather*}
\rho_{1}(x, t)=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} \omega \Phi_{1}(\omega) \cos \left(\omega t-\frac{\pi}{2}+\frac{1}{2} \arccos \left(-\frac{\omega^{2}}{r_{1}^{\prime}}\right)\right. \\
\left.-\frac{|x| \sqrt{r_{1}^{\prime}}}{\sqrt{D b_{1} b_{2}}} \sin \left(\frac{1}{2} \arccos \left(-\frac{\omega^{2}}{r_{1}^{\prime}}\right)\right)\right) \mathrm{d} \omega, \tag{50}
\end{gather*}
$$

where

$$
\begin{equation*}
r_{1}^{\prime}=\left[\omega^{4}+\omega^{2}\left(b_{1}+b_{2}\right)^{2}\right]^{1 / 2} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{1}(\omega)=\frac{\sqrt{r_{1}^{\prime}}}{2 \sqrt{D b_{1} b_{2} \omega}} \exp \left(-\frac{|x| \sqrt{r_{1}^{\prime}}}{\sqrt{D b_{1} b_{2}}} \cos \left(\frac{1}{2} \arccos \left(-\frac{\omega^{2}}{r_{1}^{\prime}}\right)\right)\right) . \tag{52}
\end{equation*}
$$

For $N=2$ the solution for $\rho(x, t)$ is given by

$$
\begin{align*}
& \rho_{2}(x, t)=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} \omega \Phi_{2}(\omega) \cos \left(\omega t-\frac{\pi}{2}+\frac{1}{2} \arccos \left(\frac{A_{22}}{r_{2}}\right)\right. \\
& \left.-\frac{|x| \sqrt{r_{2}}}{\sqrt{D} A_{23}} \sin \left(\frac{1}{2} \arccos \left(\frac{A_{22}}{r_{2}}\right)\right)\right) \mathrm{d} \omega, \tag{53}
\end{align*}
$$

where

$$
\begin{align*}
& r_{2}=\left[A_{21}^{2}+A_{22}^{2}\right]^{1 / 2},  \tag{54}\\
& \begin{aligned}
A_{21}=\left\{\lambda_{0} \lambda_{1}\right. & \left.+\lambda_{0} \lambda_{2}+\lambda_{1} \lambda_{2}-A_{2}\left[c_{0}\left(\lambda_{1}+\lambda_{2}\right)+c_{1}\left(\lambda_{0}+\lambda_{2}\right)+c_{2}\left(\lambda_{0}+\lambda_{1}\right)\right]-\omega^{2}\right\} \\
& \times\left[\lambda_{0} \lambda_{1} \lambda_{2}+A_{2}\left(c_{0}+c_{1}+c_{2}\right) \omega^{2}\right] \omega+A_{2}\left[c_{0}\left(\lambda_{1}+\lambda_{2}\right)+c_{1}\left(\lambda_{0}+\lambda_{2}\right)\right. \\
& \left.+c_{2}\left(\lambda_{0}+\lambda_{1}\right)\right]\left[\lambda_{0}+\lambda_{1}+\lambda_{2}-A_{2}\left(c_{0}+c_{1}+c_{2}\right)\right] \omega^{3} \\
A_{22}=\left\{\lambda_{0} \lambda_{1}+\right. & \left.\lambda_{0} \lambda_{2}+\lambda_{1} \lambda_{2}-A_{2}\left[c_{0}\left(\lambda_{1}+\lambda_{2}\right)+c_{1}\left(\lambda_{0}+\lambda_{2}\right)+c_{2}\left(\lambda_{0}+\lambda_{1}\right)\right]-\omega^{2}\right\} \\
& \times\left[c_{0}\left(\lambda_{1}+\lambda_{2}\right)+c_{1}\left(\lambda_{0}+\lambda_{2}\right)+c_{2}\left(\lambda_{0}+\lambda_{1}\right)\right] A_{2} \omega^{2} \\
& -\left[\lambda_{0}+\lambda_{1}+\lambda_{2}-A_{2}\left(c_{0}+c_{1}+c_{2}\right)\right]\left[\lambda_{0} \lambda_{1} \lambda_{2}+A_{2}\left(c_{0}+c_{1}+c_{2}\right) \omega^{2}\right] \omega^{2}, \\
A_{23}=\left\{\left[\lambda_{0} \lambda_{1} \lambda_{2}\right.\right. & \left.+A_{2}\left(c_{0}+c_{1}+c_{2}\right) \omega^{2}\right]^{2}+\left[c_{0}\left(\lambda_{1}+\lambda_{2}\right)+c_{1}\left(\lambda_{0}+\lambda_{2}\right)+c_{2}\left(\lambda_{0}+\lambda_{1}\right)\right]^{2} \\
& \left.\times A_{2}^{2} \omega^{2}\right\}^{1 / 2}
\end{aligned}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{2}(\omega)=\frac{\sqrt{r_{2}}}{2 \sqrt{D} A_{23} \omega} \exp \left(-\frac{|x| \sqrt{r_{2}}}{\sqrt{D} A_{23}} \cos \left(\frac{1}{2} \arccos \left(\frac{A_{22}}{r_{2}}\right)\right)\right) . \tag{58}
\end{equation*}
$$

## 4. Conclusion

In this work we have proposed and investigated the waiting time pdf described as a sum of exponential functions (19) in the framework of the CTRW model with a decoupled jump pdf. This kind of waiting time pdf can be used to describe power-law behavior for intermediate times; the greater the value of $N$, the greater the range for the powerlaw behavior (figure 1). This suggests that the waiting time pdf (19) may be used as an alternative for describing power-law behavior, using multiple characteristic times. As a consequence, subdiffusive behavior can be generated at the intermediate times; figures 2 and 3 show this behavior clearly. Moreover, we have presented exact solutions for the second moment and the probability density for a generic $N$. In particular, we have shown a very interesting result for $N=1$ which can reproduce the mean square displacement of the Langevin equation for Brownian motion of a particle with an inertial term. The two characteristic times present in the Langevin approach have counterparts in the framework of the CTRW given by the parameters $b_{1}$ and $b_{2}$; this result shows that the multiexponential waiting time pdf may be a useful tool for describing physical systems.

Finally, we hope that the waiting time pdf (19) may also be useful for describing chemical and biological systems.
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## Appendix. The solution for $\rho(x, t)$

For the waiting time pdf (19) the solution for $\rho(x, t)$ can be described as follows. In the case of $N$ being an even number, the solution is given by

$$
\begin{gather*}
\rho_{N}(x, t)=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} \omega \Phi_{N}(\omega) \cos \left(\omega t-\frac{\pi}{2}+\frac{1}{2} \arccos \left(\frac{A_{N 2}}{r_{N}}\right)\right. \\
\left.-\frac{|x| \sqrt{r_{N}}}{\sqrt{D} A_{N 3}} \sin \left(\frac{1}{2} \arccos \left(\frac{A_{N 2}}{r_{N}}\right)\right)\right) \mathrm{d} \omega, \tag{A.1}
\end{gather*}
$$

where

$$
\begin{align*}
& A_{N 1}=\sum_{j=0}^{N / 2}(-1)^{j} K N_{N-2 j} \omega^{1+2 j}\left[\sum_{l=0}^{N / 2-1}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}+\prod_{l=0}^{N} \lambda_{l}\right] \\
&-\sum_{j=0}^{N / 2-1}(-1)^{1+j} K N_{N-1-2 j} \omega^{2(1+j)}\left[\sum_{l=0}^{N / 2-1}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right] \tag{A.2}
\end{align*}
$$

$$
\begin{align*}
& A_{N 2}=\sum_{j=0}^{N / 2-1}(-1)^{1+j} K N_{N-1-2 j} \omega^{2(1+j)} \\
& \times\left[\sum_{l=0}^{N / 2-1}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}+\prod_{l=0}^{N} \lambda_{l}\right] \\
&+\sum_{j=0}^{N / 2}(-1)^{j} K N_{N-2 j} \omega^{1+2 j}\left[\sum_{l=0}^{N / 2-1}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right], \tag{A.3}
\end{align*}
$$

$$
A_{N 3}=\left\{\left[\prod_{l=0}^{N} \lambda_{l}+\sum_{l=0}^{N / 2-1}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}\right]^{2}\right.
$$

$$
\begin{equation*}
\left.+\left[\sum_{l=0}^{N / 2-1}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right]^{2}\right\}^{1 / 2} \tag{A.4}
\end{equation*}
$$

$$
\Phi_{N}(\omega)=\frac{\sqrt{r_{N}}}{2 \sqrt{D} A_{N 3} \omega} \exp \left(-\frac{|x| \sqrt{r_{N}}}{\sqrt{D} A_{N 3}} \cos \left(\frac{1}{2} \arccos \left(\frac{A_{N 2}}{r_{N}}\right)\right)\right)
$$

and

$$
\begin{equation*}
r_{N}=\sqrt{A_{N 1}^{2}+A_{N 2}^{2}} \tag{A.6}
\end{equation*}
$$

In the case of $N$ being an odd number, the solution is given by

$$
\begin{gather*}
\rho_{N}(x, t)=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} \omega \Phi_{N}(\omega) \cos \left(\omega t-\frac{\pi}{2}+\frac{1}{2} \arccos \left(\frac{A_{N 2}}{r_{N}}\right)\right. \\
\left.-\frac{|x| \sqrt{r_{N}}}{\sqrt{D} A_{N 3}} \sin \left(\frac{1}{2} \arccos \left(\frac{A_{N 2}}{r_{N}}\right)\right)\right) \mathrm{d} \omega, \tag{A.7}
\end{gather*}
$$

where

$$
\begin{align*}
& A_{N 1}=\sum_{j=0}^{(N-1) / 2}(-1)^{j} K N_{N-2 j} \omega^{1+2 j} \\
& \times\left[\sum_{l=0}^{(N-3) / 2}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}+\prod_{l=0}^{N} \lambda_{l}\right] \\
&-\sum_{j=0}^{(N-1) / 2}(-1)^{1+j} K N_{N-1-2 j} \omega^{2(1+j)} \\
& \times\left[\sum_{l=0}^{(N-1) / 2}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right] \tag{A.8}
\end{align*}
$$

$$
\begin{align*}
& A_{N 2}=\sum_{j=0}^{(N-1) / 2}(-1)^{1+j} K N_{N-1-2 j} \omega^{2(1+j)} \\
& \times\left[\sum_{l=0}^{(N-3) / 2}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}+\prod_{l=0}^{N} \lambda_{l}\right] \\
&+\sum_{j=0}^{(N-1) / 2}(-1)^{j} K N_{N-2 j} \omega^{1+2 j}\left[\sum_{l=0}^{(N-1) / 2}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right], \tag{A.9}
\end{align*}
$$

$$
A_{N 3}=\left\{\left[\prod_{l=0}^{N} \lambda_{l}+\sum_{l=0}^{(N-3) / 2}(-1)^{1+l}\left(P N_{N-1-2 l}-K N_{N-1-2 l}\right) \omega^{2(1+l)}\right]^{2}\right.
$$

$$
\begin{equation*}
\left.+\left[\sum_{l=0}^{(N-1) / 2}(-1)^{l}\left(P N_{N-2 l}-K N_{N-2 l}\right) \omega^{1+2 l}\right]^{2}\right\}^{1 / 2} \tag{A.10}
\end{equation*}
$$

$\Phi_{N}(\omega)=\frac{\sqrt{r_{N}}}{2 \sqrt{D} A_{N 3} \omega} \exp \left(-\frac{|x| \sqrt{r_{N}}}{\sqrt{D} A_{N 3}} \cos \left(\frac{1}{2} \arccos \left(-\frac{A_{N 2}}{r_{N}}\right)\right)\right)$
and

$$
\begin{equation*}
r_{N}=\sqrt{A_{N 1}^{2}+A_{N 2}^{2}} \tag{A.12}
\end{equation*}
$$

We note that $K N_{0}=1$ for both cases.
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